
ORIGINAL ARTICLE

Multi-objective search group algorithm for thermo-economic
optimization of flat-plate solar collector

Bao-Huy Truong1 • Perumal Nallagownden2 • Khoa Hoang Truong2 • Ramani Kannan2 • Dieu Ngoc Vo3,4 •

Nguyen Ho5

Received: 19 May 2020 / Accepted: 9 March 2021 / Published online: 2 April 2021
� The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2021

Abstract
This study aims to develop a multi-objective version of the search group algorithm (SGA) called the multi-objective search

group algorithm (MOSGA) to help determine thermo-economic optimization of flat-plate solar collector (FPSC) systems.

Search mechanisms of the SGA were modified to determine non-dominated solutions through mutation, generation, and

selection stages. Authors also mined the Pareto archive with a selection mechanism to maintain and intensify convergence

and distribution of solutions. The study tested the proposed MOSGA with well-known multi-objective benchmark prob-

lems. Results were compared with outcomes from conventional algorithms using the same performance metrics to validate

the capability and performance of the MOSGA. Afterward, MOSGA was applied to find the best design parameters to

simultaneously optimize thermal efficiency and the total annual cost of FPSC systems. Four case studies were conducted

with four different working fluids (pure water, SiO2, Al2O3, and CuO nanofluids). Optimization results obtained by the

MOSGA were analyzed and compared with solutions provided by other algorithms. The findings revealed relative

improvement in thermal efficiency and reduced annual cost for all nanofluids compared to pure water. Thermal efficiency

was improved by 2.2748%, 2.4298%, and 2.7948% for SiO2, Al2O3, and CuO case studies, respectively, compared to pure

water. Meanwhile, TAC rates were increased by 2.4111%, 2.3403%, and 2.9133% for these case studies, respectively.

Comparative results also demonstrated that MOGSA was robustly effective and superior in the selection of appropriate

design parameters of FPSC systems.

Keywords Search group algorithm � Multi-objective optimization � Flat-plate solar collector � Thermo-economic

optimization

1 Introduction

1.1 Background

The heat consumption for the domestic and industrial

sectors occupies a large portion of the total energy con-

sumption [1]. Most thermal systems rely on fossil fuel

combustion; however, overuse of conventional fuels (oil,

coal, natural gas) detrimentally affects the environment

through harmful emissions that exacerbate global warming

[2, 3]. Renewable energy having sustainability and eco-

friendliness provides a perfect solution for limiting fossil

fuel consumption and environmental issues. In particular,

solar energy has enormous potential for heat production.

Solar thermal systems can fit with demands for low- and

medium-temperatures that account for more than 50% of
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the industrial heat demand [4, 5]. The solar collector is a

critical component of solar thermal systems to transform

solar radiation into heat energy. The flat-plate solar col-

lector (FPSC) dominates the market for low and medium

thermal applications, especially for temperatures below

100 �C [6]. Two key obstacles to solar thermal system

development are low thermal efficiency and high opera-

tional cost of the solar collector [7]. Hence, the operation of

the FPSC system with maximized efficiency and mini-

mized costs is a vital developmental objective.

1.2 Literature review

1.2.1 Optimization of FPSC system

Over the last decade, various studies explored optimization

approaches for the FPSC system and gained impressive

results. Search group algorithm (SGA) [8] was recently

suggested for the energetic optimization of a solar water

heating (SWH) system using an FPSC. As a result, energy

efficiency after the optimization process was increased by

4.904% compared to the base case. Farahat et al. [9]

developed exergetic optimization by applying sequential

quadratic programming (SQP) to optimize FPSC efficiency

by minimizing exergy losses. Jafarkazemi et al. [10]

introduced a model for energetic and exergetic evaluation

of FPSC to analyze the impacts of all design variables on

efficiency. Badr et al. [11] exploited a genetic algorithm

(GA) to optimize an active SWH with FPSC under dif-

ferent environmental conditions and design parameters.

Wenceslas [12] optimized a thermosyphon solar water

heater using GA and optimal results of design parameters

to fabricate an FPSC with locally available materials. This

system obtained higher efficiency with lower collector

surface area. Khademi et al. [13] compared SQP with GA

to maximize exergy performance of FPSC. They found that

the optimization results of the GA method yielded higher

accuracy but lower convergence speed than SQP. Several

studies recently conducted meta-heuristic algorithms to

investigate the efficiency of a smooth flat-plate solar air

heater (SFPSAH). Siddhartha et al. [14] studied thermal

performance optimization for SFPSAH using particle

swarm optimization (PSO). Their results indicated

improved efficiency after raising the number of glass cover

and heat transfer rates. The optimal performance came out

at 72.42%. Siddhartha and Chauhan [15] carried out a

theoretical study using simulated annealing (SA) to predict

optimal points for operating parameters to increase

SFPSAH efficiency. The GA technique [16] and a

stochastic iterative perturbation method [17] were applied

to maximize the efficiency of SFPSAH. In general, by

raising the Reynolds number as well as tilt angle and

number of covers, efficiency was enhanced in all case

studies. Rao et al. [18] used theoretical analysis to deter-

mine design parameters and performance of SFPSAH by

employing a teaching learning-based optimization (TLBO)

method. Results indicated that TLBO provided good flex-

ibility and convergence speed compared to GA and PSO.

Different methods, namely the artificial bee colony algo-

rithm (ABC) and GA, were developed by Sahin [19] to

examine the correlations between different parameters in

SFPSAH. Results showed that ABC improved efficiency

slightly more than GA. Yildirim [20] implemented a study

to analyze the thermohydraulic condition of single-pass

solar air heaters by optimizing channel depth and airflow

rate using the ABC algorithm. Jiandong [21] analyzed

numerical simulations of configuration parameters and

their impacts on FPSC performance.

Recently, several studies were conducted to explore the

economic aspects of FPSC. Bornatico [22] proposed the

PSO method to evaluate optimized values for key com-

ponents of a solar thermal system to minimize installation

costs and energy consumption for an entire building. The

genetic algorithm (GA) was implemented to estimate the

maximal life-cycle savings of FPSC for 182 plants in Chile

[23]. Outcomes pointed out that optimized operations for

FPSC systems benefited in all 182 locations. A theoretical

study carried out GA to design a solar water heater on a

life-cycle cost basis [24]. Several studies applied hybrid

techniques to optimize problems confronting the life-cycle

costs of FPSC, including the Hooke-Jeeves method with

PSO [25, 26] and the binary search method with GA [27].

Despite impressive results, all models cited focused on

solving single-objective problems to maximize FPSC effi-

ciency or minimize costs separately. Recent studies have

looked over the multi-objective optimization of FPSC.

Hajabdollahi [28] analyzed multi-objective particle swarm

optimization (MOPSO) to optimize cost and efficiency

simultaneously. Outcomes indicated improved thermal-

economic value at a lower rate of heat transfer. Hajab-

dollahi and Premnath [29] also applied MOPSO to mini-

mize yearly cost and maximize efficiency by analyzing

effects from Al2O3 nanoparticles and various design

parameters of FPSC. They found that the addition of Al2O3

nanoparticles improved performance by 2% and decreased

cost by 3.5%. Similar work was pursued by Hajabdollahi

[30], in which an FPSC system using CuO nanofluid was

modeled and optimized using MOPSO. This nanofluid

notably enhanced efficiency and decreased cost compared

to the pure fluid. Hajabdollahi et al. [31] investigated

effects on FPSC systems from SiO2, Al2O3, and CuO

nanofluids in thermo-economic terms. Cost and efficiency

were determined using a non-dominated sorting genetic

algorithm II (NSGA-II). Results showed that all nanofluids

improved efficiency and reduced TAC.
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From the above literature, a vast majority of studies

[8–27] focused on optimizing the FPSC system with a

single objective function to maximize FPSC efficiency or

minimize costs separately. Very few studies [28–31] opti-

mized the FPSC system considering multi-objective func-

tions for both efficiency and cost. A practical optimization

problem often contains more than one objective to be

optimized. These motivate the researchers to formulate a

multi-objective optimization problem to find a set of trade-

off solutions in the search domain. Therefore, FPSC should

be concurrently optimized in terms of the thermo-economic

viewpoints to assist manufacturers by offering trade-offs

between thermal efficiency and cost.

1.2.2 Search group algorithm

The search group algorithm (SGA) is a recently developed

metaheuristic algorithm by Gonçalves et al. [32]. SGA

mechanism is based on creating and developing search

groups based on the promising individuals obtained, which

aims to generate an appropriate balance between two

capabilities of optimization (exploration and exploitation).

The exploration process shows the algorithm’s ability to

find promising regions on the design domain, i.e., the

regions where the optimal solution can be found. Mean-

while, the exploitation process demonstrates the algo-

rithm’s ability to refine the solution on these promising

regions, i.e., to perform a local search on them. Both

processes are vital to achieving an optimal solution. SGA is

a search method with superiority exploration and

exploitation; hence, it has achieved promising results when

solving different engineering optimization problems.

In [32], the authors proposed SGA to optimize the truss

structures. The simulation results showed that SGA

obtained the lightest structures for five out of six case

studies in comparison with other methods such as Finite

Element Force, GA, PSO methods, and a hybrid optimality

criterion and GA. Pedro et al. [33] proposed SGA to design

of steel–concrete composite I-girder bridges. Statistical

analysis showed that SGA had the best performance out of

four well-known optimization methods, including the GA

method, firefly algorithm (FA), backtracking search algo-

rithm (BSA), and imperialist competitive algorithm (ICA).

For the discrete optimization problem, Carraro et al. [34]

applied SGA to deal with the optimization of three planar

steel frame designs. The authors pointed out that SGA had

effective heuristic mechanisms, which help avoid getting

stuck in local optimization. As a result, SGA had better

performance state-of-the-art methods. Noorbin and Alfi

[35] developed a fuzzy SGA (FSGA) method to improve

the SGA solution quality. The FSGA was used to adjust the

controller parameters for the network-based control sys-

tem. From the simulation results, the FSGA proved its

feasibility in the field of control systems. Khamari et al.

[36, 37] proposed SGA with a PID controller for an

application in automatic generation control (AGC). The

overall performance of the SGA-based PID controller was

very effective, which obtained better performance com-

pared with the Firefly Algorithm-based PID controller.

Acampora et al. [38] suggested SGA to deal with optimal

reactive power flow on IEEE 57-bus and 118-bus systems.

The performance of SGA statistically outperformed other

algorithms at a 90% confidence level. A review of the

literature undertaken found that SGA is a competitive

metaheuristic algorithm for engineering design applica-

tions. Since SGA is relatively new and promising, SGA is

potential to be further studied and exploited to effectively

solve multi-objective problems by integrating with appro-

priate mechanisms.

1.3 Motivation and aim

For the problems considered in this paper, studies on the

multi-objective optimization of FPSC are lacking in the

literature. FPSC optimization problems with multiple

objectives need to be further studied deeply. Previous

studies of this area concentrated on implementing con-

ventional algorithms, namely MOPSO and NSGA-II,

without taking into account other recent methods. More-

over, when solving this problem, comparisons of solution

quality have not yet been considered. Hence, it is high time

that efforts are dedicated to applying new multi-objective

algorithms to solve this problem more effectively.

Recently, many metaheuristic algorithms have been

continuously developed to solve multi-objective problems

such as multi-objective water cycle algorithm (MOWCA)

[39, 40], multi-objective grey wolf optimizer (MOGWO)

[41], multi-objective symbiotic organisms search

(MOSOS) [42], multi-objective multi-verse optimizer

(MOMVO) [43], and multi-objective lightning attachment

procedure optimization (MOLAPO) [44], to name just a

few. However, the no-free-lunch (NFL) theorem [45] log-

ically proved that no metaheuristic algorithm could solve

all optimization problems efficiently. For the algorithm

proposed in this paper, the main advantage of SGA is to

generate a proper balance between exploration and

exploitation so that it can compete with other metaheuristic

algorithms in terms of performance and robustness. Fur-

thermore, the simulation results of SGA verified that it was

appropriate and competitive for solving different engi-

neering problems such as truss structure optimization

[32, 33], optimization of planar steel frames [34], net-

worked control systems [35], automatic generation control

[36, 37], and optimal voltage regulation in power systems

[38]. To our best knowledge, SGA has not been developed

Neural Computing and Applications (2021) 33:12661–12687 12663

123



to deal with multi-objective problems, especially multi-

objective optimization of FPSC systems.

Therefore, with the above motivations, this study pro-

posed a new multi-objective search group algorithm

(MOSGA) for thermo-economic optimization of FPSC

(TEO-FPSC) problem. The proposed MOSGA is the first

multi-objective optimization version of the original SGA

technique, which is a significant contribution of this study.

Elitist non-dominated sorting technique and Pareto archive

was integrated into SGA search mechanism to develop new

MOSGA. It was developed to achieve fast convergence and

maintain diverse solutions in the non-dominated set. The

TEO-FPSC problem was formulated with two objective

functions: thermal efficiency and total annual cost (TAC).

Specification parameters of the FPSC system, including

mass flow rate, riser tube outer diameter, tube number,

insulation thickness, and nanoparticle concentration, were

selected as design variables. MOSGA was developed to

provide Pareto optimal set and respective trade-offs for two

contradictory objectives, namely maximized thermal effi-

ciency and minimized TAC, without compromising each

objective. Moreover, the decision-making approach was

applied to determine the best compromise solution.

1.4 Contributions

The contributions of this paper are outlined as follows:

1. A new multi-objective algorithm (MOSGA) was

developed to solve the TEO-FPSC problem, where

thermal efficiency and total annual cost were simulta-

neously optimized.

2. The proposed MOSGA was validated on eight bench-

mark multi-objective problems with diverse features

and compared results with well-regarded multi-objec-

tive optimization techniques. The comparative results

showed that Pareto optimal solutions obtained by

MOSGA provided better convergence and distribution

than other techniques.

3. The MOSGA was implemented to simultaneously

optimize thermal efficiency and the total annual cost

of FPSC systems under steady-state conditions. Four

case studies are considered with four different working

fluids (pure water, SiO2, Al2O3, and CuO nanofluids).

4. Statistical comparisons and analyses of optimized

results demonstrated the effectiveness of the MOSGA,

offering robust solutions for the TEO-FPSC problem.

1.5 Paper outline

Section 2 introduces the problem formulation for the TEO-

FPSC problem. Section 3 describes the proposed MOSGA,

along with performance metrics used for the comparison of

multi-objective algorithms. The decision-making method is

also given in this section. Section 4 begins illustrating and

discussing the results of the MOSGA for multi-objective

benchmark problems and is followed by optimization

results for the TEO-FPSC problem. Finally, Sect. 5 makes

a conclusion for this paper.

2 Problem formulation

2.1 Thermo-economic modeling of FPSC

Figure 1 depicts a typical FPSC. This section presents

thermo-economic modeling of FPSC for water heating

systems under steady-state conditions.

2.1.1 Thermal efficiency

The first objective function for thermal efficiency of FPSC

can be proposed as:

g ¼ Qu

AcIT
ð1Þ

where Qu is useful heat gain, Ac is cover surface area, and

IT is total solar radiation intensity.

Useful heat gain of FPSC is calculated as follows [46]:

Qu ¼ ApðsaÞIT � AcUL Tpm � Ta
� �

ð2Þ

where Ap is absorber plate area, UL is the overall heat loss

coefficient, Tpm is the mean temperature of absorber plate,

Ta is ambient temperature, and (sa) is effective transmit-

tance-absorptance.

The overall heat loss coefficient (UL) is the sum of the

top, edge, and back loss coefficients:

UL ¼ Ut þ Ue þ Ub ð3Þ

The top loss coefficient is obtained by Klein’s empirical

formula [47]:

Fig. 1 Diagram of a flat-plate solar collector [28]
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Ut ¼
N

C
Tpm

Tpm�Ta
N�f

h ie þ
1

hw

2

64

3

75

�1

þ
r Tpm � Ta
� �

T2
pm þ T2

a

� �

ep þ 0:00591Nhw
� ��1þ 2Nþfþ1þ0:133ep

eg
� N

ð4Þ

For Eq. [4], f, C, e, and hw are defined as follows:

f ¼ 1þ 0:089hw � 0:1166hweg
� �

ð1þ 0:07866NÞ ð5Þ

C ¼ 520 1� 0:000051b2
� �

;
0\b\70�

b ¼ 70� if b[ 70�

�
ð6Þ

e ¼ 0:430� 1� 100

Tp

� �
ð7Þ

hw ¼ 5:7þ 3:8v ð8Þ

where N is the number of glass cover, hw is the heat transfer

coefficient of the wind, v is the wind speed, eg is the

emissivity of the glass cover, ep is the emissivity of the

absorber plate, r is the Stefan–Boltzmann constant, and b
is the slope of the collector.

Edge and back loss coefficients are calculated as

follows:

Ue ¼
ke
de

� Ae

Ac

ð9Þ

Ub ¼
kb
db

ð10Þ

where Ae is the heat transfer surface area of the edge, ke and

de are the thermal conductivity and insulation thickness of

the edge, respectively, kb and db are the thermal conduc-

tivity and insulation thickness of the back, respectively.

Mean temperature (Tpm) is estimated by assuming an

initial value to estimate UL and Qu. The next value of Tpm
is then calculated as [48]:

Tpm ¼ Ti þ
Qu

ApFRUL

1� FRð Þ ð11Þ

where Ti is the fluid inlet temperature; and the heat removal

factor (FR) can be determined as:

FR ¼ _mCp

ApUL

1� exp �F0ULAp

_mCp

� �	 

ð12Þ

F0 ¼
1
UL

W 1
UL½DoþðW�DoÞF� þ

1
Cb
þ 1

pDihfi

� � ð13Þ

F ¼
tanh

mðW�DoÞ
2

h i

mðW�DoÞ
2

ð14Þ

m ¼
ffiffiffiffiffiffi
UL

kd

r

ð15Þ

where _m is mass flow rate, Do and Di are the outer and

inner diameter of the riser tube, respectively, W is tube

spacing, Cb is the thermal conductance of the bond, hfi is

the convection heat transfer coefficient between the fluid

and tube wall, k and d are thermal conductivity and

thickness of the absorber plate, respectively.

The properties of nanofluid are estimated by employing

regression equations as follows [49–52]:

qnf ¼ /qnp þ ð1� /Þqbf ð16Þ

Cp;nf ¼
/ðCpÞnp þ ð1� /ÞðCpÞbf

qnf
ð17Þ

knf
kbf

¼ knp þ 2kbf � 2/ðkbf � knpÞ
knp þ 2kbf þ /ðkbf � knpÞ

þ
/ðqCpÞnp

2kbf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2jBT

3pdnplbf

s

ð18Þ
lnf
lbf

¼ 1þ 7:3/þ 123/2 ð19Þ

where / is particle concentration, jB is Boltzmann con-

stant, dnp is the nanoparticle size, subscripts nf, bf, and np

are nanofluid, base fluid, and nanoparticle, respectively.

2.1.2 Economic analysis

The second objective function for Total Annual Cost

(TAC) of FPSC can be expressed as [31]:

Ctotal ¼ aCinv þ Cop ð20Þ

Investment cost (Cinv) can be expressed according to

Hall’s correlation method [53]:

Cinv ¼ u a1 Ap

� �b1þa2 Atubeð Þb2þa3 8insuð Þb3þa4 Acð Þb4
n o

þ a5 _Wp

� �b5þknpLtNt/qnp
pD2

i

4

� �

ð21Þ

where u is the collector assembly coefficient, Atube is the

outside surface area of the tube, 8insu is insulator volume,
_Wp is pump power, mnp is nanoparticle mass, knp is the unit

price of the nanoparticle, Lt is the length of the tube, and Nt

is the number of riser tubes.

Annual cost factor (a) is calculated as:

a ¼ i

1� ð1þ iÞ�y ð22Þ

in which y is the lifetime of the system, and i is the inflation

rate.

Operational cost is calculated as follows:

Cop ¼ Nhkel _Wp ð23Þ

where Nh is the system’s operational hours per year, and kel
is the unit value of electricity.
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2.1.3 Thermal modeling process

An iterative process was implemented to compute thermal

efficiency and TAC for the FPSC system as follows:

Step 1: At the beginning of the iteration, the absorber

plate’s mean temperature (Tpm) is assumed based on the

fluid’s inlet temperature (Tpm = Ti ? 10);

Step 2: Top loss (Ut), edge loss (Ue), back loss (Ub), and

consequent overall loss coefficients (UL) are calculated

according to Eqs. (3–10);

Step 3: By applying the overall heat loss coefficient, both

the heat removal factor (FR) and useful energy output

(Qu) are computed by using Eqs. (12) and (2),

respectively;

Step 4: The new mean temperature of the absorber plate

is adjusted using Eq. (11);

Step 5: This new Tpm is compared to the previous value.

If the difference is within the acceptable boundary, the

process stops and moves on to Step 6; if it exceeds this

limit, the new Tpm is adopted as a replaced value, and the

process repeats from Step 2;

Step 6: When a correct value for Tpm is obtained,

efficiency and TAC are defined by Eqs. (1) and (20),

respectively;

2.2 Formulation for TEO-FPSC problem

In this research, both thermal efficiency and TAC of FPSC

system were considered as objective functions for simul-

taneous optimization. Hence, thermo-economic optimiza-

tion of FPSC (TEO-FPSC) problem is defined as follows:

Find: x� ¼ _m;Do;Nt; db;/½ � ð24Þ
Maximize: g x�ð Þ ð25Þ
Minimize: Ctotal x

�ð Þ ð26Þ
Subject to: 0:01� _m� 0:1 ð27Þ
0:005�Do � 0:015 ð28Þ
6�Nt � 20 ð29Þ
0:02� db � 0:1 ð30Þ
0:001�/� 0:1 ð31Þ

where mass flow rate ð _mÞ, outer diameter of the riser tube

(Do), tube number (Nt), insulation thickness (db), and

nanoparticle concentration (/) are design variables in the

optimization procedure.

3 Multi-objective search group algorithm

The search group algorithm (SGA) is a population-oriented

metaheuristic algorithm [33]. To obtain feasibly optimized

solutions, SGA creates a search group to explore promising

regions in its global search mode then exploits the best

design from promising domains in local search [34]. Its

main advantage is the balance between exploration and

exploitation of the search space [32]. The present work

Fig. 2 Schematic view of fast

non-dominated sorting

technique

Fig. 3 Schematic view of crowding distance computation
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proposed a modified SGA approach to solve multi-objec-

tive problems effectively. Our proposed search mechanism

was inspired by the original SGA in which solutions were

obtained through mutation, generation, and selection

stages. To develop this protocol, elitist non-dominated

sorting technique and Pareto archive selection were inte-

grated to produce MOSGA. These new techniques and the

new algorithm’s process are now described.

3.1 Elitist non-dominated sorting technique

The elitist non-dominated sorting technique [54] consists

of two techniques: fast non-dominated sorting approach

and crowding distance computation, used by the proposed

MOSGA to sort a population into different non-dominated

fronts with computed crowding distance.

The fast non-dominated sorting approach is firstly

adopted to identify different non-dominated fronts in a

population. Firstly, two entities are defined for each solu-

tion of the population, in which domination count ni is the

number of solutions that dominate the solution i, and Si is a

set of solutions that is dominated by solution i. All solu-

tions with a domination count ni of zero are placed on the

first non-dominated front. Secondly, for every solution

i with ni = 0, it visits each solution j in the set Sj and

reduces its domination count nj by one. If any solution j has

a domination count nj of zero, then it is placed on the

second non-dominated front (a separate list J). Then, the

above process continues with each solution of the second

non-dominated front to identify the third non-dominated

front. This process is continuously carried out until all non-

dominated fronts are obtained. Figure 2 presents a sche-

matic view of the fast non-dominated sorting technique.

Crowding-distance computation is then implemented for

diversity preservation of non-dominated solutions in a

particular front. This parameter shows the density of

solutions surrounding a particular solution in the popula-

tion. First, the population is sorted in ascending order of the

magnitude of each objective value. The boundary solutions

for each objective function (solutions with the minimum

and maximum objective values as depicted in Fig. 3) are

assigned an infinite distance value. All other intermediate

solutions are assigned a crowding distance value as

follows:

dij ¼
Xm

j¼1

f iþ1
j � f i�1

j

fmax
j � fmin

j

ð32Þ

where m is the number of objective functions; f iþ1
j and f i�1

j

denote the jth objective function values for two adjacent

solutions (i ? 1 and i - 1) of solution i, respectively, fmax
j

and fmin
j designate the maximum and minimum values of

the jth objective function, respectively.

A solution with a higher crowding distance value indi-

cates that it is located in a lesser crowded region by other

solutions. The MOSGA applied the crowded-comparison

operator (	n) to select the better solution in multi-objective

space based on two attributes of each solution: non-domi-

nated rank (r) and crowding distance (d) as follows:

i 	n j if ri\rj
� �

or ri ¼ rj
� �

and di [ dj
� �� �

ð33Þ

This means that, if two solutions belong to different

non-dominated ranks, the solution of the better non-dom-

inated rank will be preferred. Meanwhile, in case both

solutions have the same non-dominated rank, the solution

with the higher crowding distance value will be preferred.

3.2 Pareto archive selection

A vital task of multi-objective optimization is to save non-

dominated solutions in a Pareto archive. The archive is

updated based on a selection mechanism after each

Fig. 4 Pareto archive selection mechanism
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iteration. The selection instrument helps to avoid the loss

of potential candidate solutions as eliminating solutions. As

mentioned, all newly created family members are saved in

an advanced archive. After each iteration, the algorithm

combines two archives (current and advanced), after which

the total size of the set is larger than the limited size. The

limitation of the Pareto archive is fixed by a selection

mechanism that discards undesirable solutions.

First off, the combined Pareto archive is sorted via a fast

non-domination sorting technique into different non-dom-

ination levels (P1, P2, …, Pn). Solutions of the best non-

domination level (P1) are the first to be selected to come

into the new Pareto archive. If the P1 size is smaller than

the limited size of the archive, all P1 members enter the

new Pareto archive. Remaining solutions for the new Par-

eto archive are chosen from subsequent non-domination

levels in ranking order (P2, P3 …). The process keeps up

until the new archive has a sufficient number of levels for

npop members—assuming that level Pk is the last non-

domination level, beyond which, no other level can be

accommodated. To select precise solutions for the new

archive, solutions from the last front (Pk) are selected based

on crowding distance value in descending order [54].

Figure 4 presents a schematic view of the Pareto archive

selection procedure.

3.3 The proposed MOSGA

3.3.1 Population initialization

An initial population (P) of npop individuals is created

within the search space as follows:

Pij ¼ xmin
j þ xmax

j � xmin
j

� �
U½0; 1�

for j ¼ 1; . . .; n; i ¼ 1; . . .; npop;
ð34Þ

where Pij represents the jth design variable of the ith

individual of P, U[0,1] is a stochastic variable between

[0,1], xmax
j and xmin

j are upper and lower boundaries of the

jth design variable, respectively, and n is the number of

design variables.

3.3.2 Selecting initial search group

After initialization, objective functions for individuals in

initial population P are evaluated. In single-objective

optimization, individuals are ranked depending on objec-

tive function values so that the best individual is one with

the best objective function value. However, in multi-ob-

jective optimization, individuals are ranked into different

non-dominated fronts using the elitist non-dominated

sorting technique. Afterward, ng individuals are chosen

from P to form a search group R based on its rank in the

non-domination fronts. This step is done by using a stan-

dard tournament selection [55]. After each iteration, search

group members are ranked to identify the best member for

search group R.

3.3.3 Mutation of search group

To enhance global searchability, nmut members with a low

ranking in non-domination fronts of search group R are

selected for mutation by using inverse tournament selec-

tion. This approach creates new designs away from current

Table 1 Pseudocode of the proposed MOSGA

1: Set parameters for the proposed MOSGA;

2: Initial population P is randomly generated using Eq. (34);

3: Evaluate the values of multi-objective functions for each individual;

4: Sort initial population P into different non-domination fronts using elitist non-dominated sorting technique and store them in the Pareto

archive;

5: Generate initial search group Rk choosing ng solutions from P employing tournament selection;

6: Mutate nmut individuals by newly generated members by Eq. (35);

7: Generate the families Fi using Eq. (36) and save them in the advanced Pareto archive;

8: Combine the current archive and the advanced archive;

9: Select best solutions for entry into the new Pareto archive using the Pareto archive selection mechanism;

10: Select a new search group as follows:

– Global phase: search group Rk?1 is created by the best member of each family;

– Local phase: search group Rk?1 is created by the best ng solutions from Pareto archive

11: Update ak?1 using Eq. (37);

12: Set k = k ? 1, if k[ itmax—move to Step 13; if otherwise back to Step 6;

13: Solution found: Pareto optimal solutions in final Pareto archive
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members’ locations so that new design space regions can

be explored further. Mutation of new individual is per-

formed per Eq. (35):

xmut
j ¼ E R:;j

� 

þ ter R:;j

� 

for j ¼ 1; . . .; n; ð35Þ

where xmut
j represents the jth design variable of a mutated

individual, E and r are the mean value and standard

deviation operators, R:,j denotes the jth column search

group matrix, t is the distance adjustment value for a newly

created individual, and e is the convenient stochastic

variable.

3.3.4 Formation of families

Each member of a search group is considered a family

leader. A family is a set of family leader and individuals it

creates. Each family leader creates a family as follows:

xnewj ¼ Rij þ ae for j ¼ 1; . . .; n; ð36Þ

where a adjusts the extent of the perturbation and is

decreased for each iteration k as follows:

akþ1 ¼ bak ð37Þ

where b is a parameter of the algorithm.

It should be noted that parameter ak adjusts SGA to

discover the design space. In initial SGA iterations, ak must

be a high value enough to allow family leaders to generate

individuals spreading throughout the design space. This

allows SGA to access new areas in a search domain in

which a global solution can be found. As ak decreases in

value through SGA iterations, individuals created by

family leaders tend to locate in its neighborhood. More-

over, the better the rank of a family leader in a search group

is, the more individual members it creates. That is the

family size for each leader based on its rank in the present

search group. Moreover, all newly created individuals of

the entire family are stored in the advanced Pareto archive

for later sorting.

3.3.5 Selecting a new search group

Finally, selecting the new search group is a crucial stage

having an impact on the convergence and diversity prop-

erties of the proposed algorithm. The MOSGA optimiza-

tion process has two stages: global and local. In the global

stage, all members of each family are sorted into the dif-

ferent non-domination front to determine the best family

member. A member in the first non-dominated front with

the best crowding distance value is considered as a new

family leader, which is then used to create a new search

group. This stage aims to explore most of the search space

and diversify potential solutions. In the local stage, the

selection mechanism is adjusted so that a new search group

is created by choosing the best ng members from the Pareto

archive. Therefore, this stage exploits and refines the

domain for the current best design.

The overall procedures of the proposed MOSGA are

described in Table 1.

Main advantages of MOSGA to solve multi-objective

problems are given as follows:

• The elitist non-dominated sorting technique was used as

an appropriate method for identifying and sorting non-

dominated solutions into different non-dominated ranks

with calculated crowded distances. Hence, the MOSGA

can effectively perform the next steps (mutation,

generation, and selection) of the multi-objective opti-

mization process.

• The mutation process is performed to continuously

explore newer regions of the search space. It promotes

exploration ability and avoids being stuck in the local

front of the MOSGA concurrently during optimization.

• The perturbation parameter ak is responsible for the

adaptive transition from exploration to exploitation.

Hence, the convergence of the MOSGA is assured.

• Better individuals create bigger families to obtain a

better convergence for the process of optimization.

• Two proposed schemes to select the next search group

(global and local stages) allow MOSGA to create an

adequate balance between exploration and exploitation

abilities.

• Tournament selection is utilized to select new search

groups, which depicts a high probability of selecting

individuals from less crowded regions. Based on this

pattern, MOSGA found a diversity of solutions.

• The Pareto archive effectively stores the best non-

dominated solutions obtained. Moreover, a selection

mechanism is used to update this archive after each

iteration to maintain the diversity of non-dominated

solutions during optimization.

3.4 Performance metrics

Unlike single-objective optimization, Pareto optimal solu-

tions in multi-objective optimization cannot be directly

evaluated [56]. Therefore, there is a strong need for a set of

performance metrics that can evaluate multi-objective

algorithms properly. These metrics are now described

below.

3.4.1 Generational distance

Van Veldhuizen et al. [57] proposed the Generational

Distance (GD) metric to evaluate an algorithm’s ability,

generating a Pareto optimal front (PFg) that converges on
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the true Pareto optimal front (PFtrue). The mathematical

definition of this metric is:

GD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnpf
i¼1 d

2
i

q

npf
ð38Þ

where npf is the number of solutions in PFg, di is the

Euclidean distance between each solution in PFg and the

closest solution in PFtrue in the objective space.

A multi-objective technique with the smallest GD value

has the highest convergence on PFtrue. This metric equals

zero when all solutions of PFg are on the PFtrue curve.

3.4.2 Spacing

Scott [58] proposed the Spacing metric (SP) to evaluate

the distribution of solutions in PFg. This indicator esti-

mates the relative distance between successive solutions

as follows:

SP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

npf � 1

Xnpf

i¼1

di � d
� �2

vuut ð39Þ

where di ¼ minj2f1;2;...;npf g;i 6¼j f i1ðxÞ � f j1 ðxÞ
�� ��� f i2ðxÞ

���

�f j2 ðxÞjÞ; i ¼ 1; 2; . . .; npf and d is the mean value of all

di.

A multi-objective algorithm with a minimum SP metric

has the best distribution in PFg. This metric equals zero

when all Pareto optimal solutions in PFg are uniformly

distributed.

3.4.3 Spread

Deb et al. [54] proposed the spread (D) metric to evaluate

the extent of spread yielded by solutions in PFg. This

metric is valued by estimating the spread of extreme

solutions as follows:

D ¼
df þ dl þ

Pnpf
i¼1 di � d
�� ��

df þ dl þ npf � 1
� �

d
ð40Þ

where df and dl are the Euclidean distances between the

extreme solutions in PFtrue and PFg, respectively; di is the

Euclidean distance between neighboring solutions in PFg,

and d is the mean value of all di.

A lower D value implies better distribution and spread in

PFg. Hence, an algorithm with a minimal D metric obtains

a better non-dominated set. For ideal distribution, D equals

zero, indicating that true extremes of solutions have been

identified and that the distribution of intermediate solutions

is uniform.

3.4.4 Set coverage metric

Zeitzer [59] introduced the set coverage metric (C-metric)

to evaluate the quality of solutions between two non-

dominated sets, such that C(X,Y), for example, estimates

the percentage of solutions in Y that is weakly dominated

by solutions in X [60]:

CðX; YÞ ¼ y 2 Y j9x 2 X : x� yf gj j
Yj j ð41Þ

If C(X,Y) = 1, then all solutions in Y are weakly domi-

nated by those in X or equal to solutions in X. If

C(X,Y) = 0, then no solutions in Y are weakly dominated

by those in X. Because the C-metric is not symmetric

operator, both C(X,Y) and C(X,Y) should be estimated to

determine how many solutions of X dominate Y and vice

versa [42].

3.4.5 Hypervolume

The Hypervolume criterion is defined as the volume cov-

ered by solutions of set Q in the objective space for a multi-

objective problem having two objective functions [60, 61].

This metric evaluates both convergence and diversity of an

algorithm. The Hypervolume (HV) metric is determined,

according to Eq. (42):

HV ¼
[Qj j

i¼1

vi ð42Þ

where vi is a hypercube, which is formed with a reference

point for each solution i 2 Q and the solution i as the

diagonal corners of this hypercube. The reference point is

attained by creating a vector of the worst objective function

values.

A multi-objective algorithm with a high value for the

HV metric is desirable [62].Fig. 5 Fuzzy membership function

12670 Neural Computing and Applications (2021) 33:12661–12687

123



3.5 Decision-making method

The essential need for making a decision is to determine

the best compromise solution from a non-dominated set

[63]. The best compromise solution was defined by

applying a fuzzy membership function based on the Fuzzy

set theory. First, a linear membership function lj(k)
denotes the satisfaction degree of the kth solution for the jth

objective function as follows:

ljðkÞ ¼

1 if fjðkÞ� fmin
j

fmax
j � fjðkÞ
fmax
j � fmin

j

if fmin
j \fjðkÞ\fmax

j

0 if fjðkÞ
 fmax
j

8
>>><

>>>:

ð43Þ

where fmin
j and fmax

j are minimum and maximum values of

the jth objective function in the non-dominated set,

respectively. Figure 5 depicts a schematic view of Fuzzy

membership function. The value of the fuzzy membership

function is within the range [0,1].

Each non-dominated solution has a fuzzy membership

for each objective function. The overall membership value

of a non-dominated solution is calculated by summing the

membership values for all objective functions. The nor-

malized membership function l(k) of the kth non-domi-

nated solution is defined as:

Table 2 Mathematical

formulations for multi-objective

benchmark problems [56]

Problem Objective functions Variable range

ZDT1 f1ðxÞ ¼ x1

f2ðxÞ ¼ gðxÞ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1=gðxÞ

ph i

gðxÞ ¼ 1þ 9
XD

i¼2
xi

� �
=ðD� 1Þ

D ¼ 30

0� xi � 1

i ¼ 1; 2; . . .;D

ZDT2 f1ðxÞ ¼ x1

f2ðxÞ ¼ gðxÞ 1� x1=gðxÞð Þ2
h i

gðxÞ ¼ 1þ 9
XD

i¼2
xi

� �
=ðD� 1Þ

D ¼ 30

0� xi � 1

i ¼ 1; 2; . . .;D

ZDT3 f1ðxÞ ¼ x1

f2ðxÞ ¼ gðxÞ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1=gðxÞ

p
� x1
gðxÞ sinð10px1Þ

	 


gðxÞ ¼ 1þ 9
XD

i¼2
xi

� �
=ðD� 1Þ

D ¼ 30

0� xi � 1

i ¼ 1; 2; . . .;D

ZDT6 f1ðxÞ ¼ 1� expð�4x1Þ sin6ð6px1Þ

f2ðxÞ ¼ gðxÞ 1� f1ðxÞ=gðxÞð Þ2
h i

gðxÞ ¼ 1þ 9
XD

i¼2
xi

� �
=ðD� 1Þ

h i0:25

D ¼ 10

0� xi � 1

i ¼ 1; 2; . . .;D

SCH f1ðxÞ ¼ x2

f2ðxÞ ¼ ðx� 2Þ2
�10�3 � x� 103

FON
f1ðxÞ ¼ 1� exp �

X3

i¼1
xi �

1
ffiffiffi
3

p
� �3

 !

f2ðxÞ ¼ 1� exp �
X3

i¼1
xi þ

1
ffiffiffi
3

p
� �3

 !

D ¼ 3

� 4� xi � 4

i ¼ 1; 2; . . .;D

POL f1ðxÞ ¼ 1þ A1 � B1ð Þ2þ A2 � B2ð Þ2

f2ðxÞ ¼ ðx1 þ 3Þ2 þ ðx2 þ 1Þ2

A1 ¼ 0:5 sin 1� 2 cos 1þ sin 2� 1:5 cos 2

A2 ¼ 1:5 sin 1� cos 1þ 2 sin 2� 0:5 cos 2

B1 ¼ 0:5 sin x1 � 2 cos x1 þ sin x2 � 1:5 cos x2

B2 ¼ 1:5 sin x1 � cos x1 þ 2 sin x2 � 0:5 cos x2

D ¼ 2

� p� xi � p

i ¼ 1; 2; . . .;D

KUR
f1ðxÞ ¼

XD�1

i¼1
�10 exp �0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ x2iþ1

q� �� �

f2ðxÞ ¼
XD

i¼1
xij j0:8þ5 sin x3i

� �

D ¼ 3

� 5� xi � 5

i ¼ 1; 2; . . .;D
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lðkÞ ¼
Pnobj

j¼1 ljðkÞPnpf
k¼1

Pnobj
j¼1 ljðkÞ

ð44Þ

where nobj and npf are numbers of objective functions and

non-dominated solutions, respectively.

The solution with a maximal value of the normalized

membership function is the best compromise one.

3.6 Implementation of MOSGA for TEO-FPSC
problem

To implement the MOSGA to TEO-FPSC problem, each

individual of the initial population P representing the

design variables is defined as follows:

Pi ¼ _mi;Di
o;N

i
t ; d

i
b;/

i
� 
T

for i ¼ 1; . . .; npop ð45Þ

The procedures for TEO-FPSC using MOSGA are stated

below.

Step 1: Define the input data, including specifications of

FPSC, fluid and material properties, test conditions;

Step 2: Set parameters for the proposed MOSGA;

Step 3: Initial population P is randomly generated using

Eq. (34);

Step 4: Estimate objective function values for each

individual of P using Eqs. (1, 20);

Step 5: Sort individuals of population P into different

non-dominated levels using elitist non-dominated sorting

Table 3 Parameters for multi-objective algorithms

MOSGA NSGA-II MOMVO MOPSO

Population size (npop) = 100

Number of search group members (ng) = 20

Number of mutations (nmut) = 5

Perturbation constant (ak) = 3

Population size = 100

Crossover operator = 20

Mutation operator = 20

Population size = 100

Inertia weight = 0.4

Adaptive grid = 30

Mutation rate = 0.5

Population size = 100

Worm hole existence probability max = 1

Worm hole existence probability min = 0.2

Table 4 Statistical results of multi-objective algorithms: ZDT1, ZDT2, ZDT3, ZDT6

Algorithm GD SP D Times (s)

Average SD Average SD Average SD

ZDT1

MOSGA 2.1388E204 2.4520E205 6.9071E203 7.2774E204 3.4645E201 2.3452E202 0.794

NSGA-II 1.0894E201 1.0648E202 2.6192E202 9.8036E203 8.4067E201 2.6313E202 35.517

MOMVO 1.6091E202 4.2474E203 1.2190E202 3.8905E203 9.1683E201 6.6177E202 0.786

MOPSO 1.0011E201 2.8438E202 2.9991E202 1.1661E202 8.6656E201 4.6772E202 1.439

ZDT2

MOSGA 2.2760E204 1.6838E205 7.2410E203 5.5655E204 3.6837E201 2.7393E202 0.791

NSGA-II 1.7040E201 1.4631E202 1.1070E202 4.2953E203 8.8977E201 2.4131E202 43.431

MOMVO 2.3604E202 9.4923E203 2.7001E202 2.3187E202 1.0375 5.1571E202 0.524

MOPSO 1.2138E201 8.1641E202 8.8471E203 9.3560E203 9.4787E201 7.2642E202 0.783

ZDT3

MOSGA 3.2405E204 2.2082E205 7.9654E203 8.4973E204 7.0070E201 1.5167E202 1.023

NSGA-II 1.0837E201 1.8851E202 2.0680E202 1.6381E202 9.0124E201 5.8144E202 35.775

MOMVO 1.7415E202 8.0868E203 2.3266E202 5.0130E202 9.7116E201 6.8850E202 0.747

MOPSO 1.1159E201 2.2696E202 3.2828E202 1.7456E202 8.7848E201 3.1208E202 1.482

ZDT6

MOSGA 4.1767E204 2.3922E205 6.8021E203 5.0801E204 4.0252E201 2.6440E202 0.713

NSGA-II 2.7738E201 6.0877E202 4.3807E202 3.7516E202 1.0653 7.2934E202 42.094

MOMVO 5.3318E202 3.9977E202 2.1269E201 1.0979E201 1.1176 1.4065E201 0.293

MOPSO 1.2526E201 6.3961E202 2.3512E201 2.0441E201 1.2317 5.7609E202 0.821
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technique and store all individuals of P in a Pareto

archive;

Step 6: Generate initial search group Rk choosing ng
solutions from P employing tournament selection;

Step 7: Mutate nmut individuals by newly generated

members by Eq. (35);

Step 8: Generate families (Fi) according to Eq. (36) and

save newly created solutions in the advanced Pareto

archive;

Step 9: Combine the current archive and the advanced

archive;

Step 10: Select best solutions for entry into the new

Pareto archive based on the Pareto archive selection

mechanism;

Step 11: Select a new search group as follows:

• Global phase: search group Rk?1 is created by the

best member of each family;

• Local phase: search group Rk?1 is created by the best

ng solutions from Pareto archive.

Step 12: Update ak?1 using Eq. (37);

Step 13: Set k = k ? 1, if k[ itmax—move to Step 14; if

otherwise back to Step 7.

Step 14: Solutions obtained: Pareto optimal solutions in

the final Pareto archive.

Step 15: Extract best compromise solutions using the

decision-making method as given in Sect. 3.5.

4 Simulation results

4.1 Multi-objective benchmark test problems

Eight well-known benchmark problems with diverse fea-

tures were used to evaluate the capability and performance

of the proposed MOSGA. These problems were selected

from credible research studies, including Zitzler–Deb–

Thiele’s functions (ZDT1, ZDT2, ZDT3, and ZDT6) [64],

Schaffer’s function (SCH) [65], Fonseca and Fleming’s

Fig. 6 Pareto optimal fronts generated by MOSGA: ZDT1, ZDT2, ZDT3, ZDT6
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function (FON) [66], Poloni’s function (POL) [67], and

Kursawe’s function (KUR) [68].

All mathematical formulations of these test functions are

stated in Table 2. The MOSGA was performed in

MATLAB programming software. Outcomes were com-

pared with those from the following multi-objective algo-

rithms: (1) non-dominated sorting genetic algorithm II

(NSGA-II) [54]; (2) multi-objective multi-verse optimizer

(MOMVO) [43]; and (3) multi-objective particle swarm

optimization (MOPSO) [69]. The number of function

evaluations (NFEs) was 10,000 (stop criteria) for reliable

comparisons. All algorithms were independently run 30

times (Ntrials = 30) for each test case to analyze and assure

robust statistical performance. Table 3 summarizes the

parameters for four algorithms. Final results were com-

pared with each other based on three performance metrics

(GD, SP, and D).

4.1.1 Analysis of results

Tables 4 summarizes the statistical results, including

average and standard deviation (SD) values of three per-

formance metrics (GD, SP, and D) and computation times

for all algorithms for ZDT test suites. The best results are

highlighted in bold. Table 4 shows that MOSGA outper-

formed the other techniques for average GD values and the

stability of generated solutions (lower SD). On the other

hand, NSGA-II, MOMVO, and MOPSO all failed to seek

Pareto optimal solutions near true Pareto optimal front.

This was confirmed by their high GD values. Moreover,

MOSGA not only obtained minimum GD metric but also

placed the first rank for SP and D metrics. From the eval-

uation, it can be concluded that the proposed MOSGA

yielded the best results for ZDT test suites.

Figure 6 illustrates Pareto optimal fronts generated by

the proposed MOSGA for ZDT test suites. These fig-

ures clearly showed that MOSGA successfully converged

on true Pareto front with proper distribution and spread of

solutions.

Table 5 presents the statistical results of three perfor-

mance metrics (GD, SP, and D) for test functions SCH,

FON, POL, and KUR. According to Table 5, it can be

inferred that the MOSGA had the best statistical results for

GD metric. Similarly, MOSGA also surpassed the other

algorithms for SP and D outcomes. Regarding all metrics in

Table 5, NSGA-II proved second-best by generating a

near-optimal Pareto front with appropriate distributions.

However, the computation costs of NSGA-II were the

Table 5 Statistical results of multi-objective algorithms: SCH, FON, POL, KUR

Algorithm GD SP D Times (s)

Average SD Average SD Average SD

SCH

MOSGA 1.8831E204 7.9801E206 2.5942E202 1.6471E203 3.7387E201 2.5347E202 0.802

NSGA-II 2.7508E204 6.4662E205 2.9235E202 2.7557E203 4.3075E201 1.8947E202 42.050

MOMVO 2.9784E204 1.8231E204 3.9977E202 5.4336E203 7.1467E201 4.0774E202 0.363

MOPSO 4.3797E204 1.8952E204 2.7334E202 3.4520E203 4.0351E201 3.4225E202 4.715

FON

MOSGA 1.8032E204 1.5208E205 6.2334E203 6.0944E204 3.5381E201 1.2810E202 0.930

NSGA-II 2.2304E204 2.8432E205 6.4277E203 3.9243E204 3.4697E201 1.9473E202 37.482

MOMVO 3.1679E204 1.4978E204 1.4458E202 1.9185E203 1.0639 5.8118E202 1.092

MOPSO 4.3903E204 8.2173E205 7.3628E203 1.6136E203 4.2587E201 4.8291E202 4.062

POL

MOSGA 1.5265E203 1.9804E204 8.4134E202 3.8502E203 9.5188E201 4.9722E203 0.709

NSGA-II 8.2963E203 1.5859E202 1.0568E201 5.8525E202 9.7817E201 1.6996E202 37.917

MOMVO 8.3337E203 1.6133E202 1.8453E201 4.2654E202 1.4366 3.7651E202 1.218

MOPSO 2.2274E202 1.7102E202 2.0395E201 1.1083E201 1.0210 3.5537E202 2.764

KUR

MOSGA 2.0073E203 1.4231E204 5.7580E202 3.7422E203 4.6631E201 1.3403E202 0.844

NSGA2II 2.1704E203 2.4952E204 8.7629E202 1.6940E202 4.7691E201 1.1861E202 33.683

MOMVO 4.1695E203 1.2811E203 1.3174E201 3.2966E202 9.5054E201 6.5042E202 0.805

MOPSO 1.4806E202 5.9938E203 1.5643E201 5.7412E202 7.5696E201 1.1152E201 1.956

The best results are highlighted in bold
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highest. MOMVO with the highest average values for SP

and D metrics was unable to produce a well-distributed

Pareto front. On the other hand, MOPSO produced the

worst statistical results for GD metric. In summary,

MOSGA proved superior for these test functions, espe-

cially in terms of GD metric.

Figure 7 illustrates Pareto optimal fronts generated by

the MOSGA for test functions SCH, FON, POL, and KUR.

These figures demonstrated that Pareto optimal fronts

obtained by MOSGA not only converged quite well on the

true Pareto front but also distributed appropriately. Overall,

Pareto optimal solutions found by MOSGA had the highest

convergence and best distribution for all test problems.

The average computational times of four methods

(MOSGA, NSGA-II, MOMVO, and MOPSO) for each test

function are reported in the last columns in Tables 4 and 5.

MOSGA had the best computational time for FON and

POL test functions. Furthermore, MOSGA’s computational

times were the second-best among four algorithms for

ZDT1, ZDT3, ZDT6, SCH, and KUR test functions.

Although MOSGA’s computational times were not the

best, MOSGA provided better quality solutions than

NSGA-II, MOMVO, and MOPSO for most of the test

functions.

4.1.2 Robustness analysis

In order to further analyze the performance of the proposed

MOSGA, Figs. 8 and 9 depict the box plots of GD, SP, and

D metrics yielded by each algorithm on each test function

for 30 independent runs. All distributions of performance

metrics were represented as rectangle boxplots. A red line

denoted the mean value. Boundary values, except for out-

liers, were shown by top and bottom whiskers for each box.

Outliers were plotted individually using the (?) symbol. In

most test problems, the proposed MOSGA had the box

plots with a smaller rectangle and a lower red line than

NSGA-II, MOMVO, and MOPSO methods. This indicated

Fig. 7 Pareto optimal fronts generated by MOSGA: SCH, FON, POL, KUR
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that the stability and robustness of MOSGA had obvious

advantages over other compared algorithms.

4.1.3 Statistical test

To verify whether the results of MOSGA are significantly

superior to the results of other algorithms or not, a

Fig. 8 Box plots of performance metrics (GD, S, and D): ZDT1, ZDT2, ZDT3, ZDT6
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nonparametric statistical test, called the Wilcoxon rank-

sum test, was conducted for 30 independent runs at a sig-

nificance level of 5%. Tables 6, 7, and 8 show the Wil-

coxon rank-sum test results for all test functions in terms of

GD, SP, and D metrics. A p value\ 0.05 and signed with

‘‘?’’ indicates a significant difference between two solu-

tion sets of the MOSGA and other algorithms.

Fig. 9 Box plots of performance metrics (GD, S, and D): SCH, FON, POL, KUR
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As per the Wilcoxon rank-sum test results for GD

metrics in Table 6, MOSGA obtained statistically different

results from NSGA-II, MOMVO, and MOPSO in seven,

seven, and eight test functions, respectively, out of eight

test functions. From Table 7, results of the MOSGA were

statistically different from the results of the NSGA-II,

MOMVO, and MOPSO in eight, eight, and six test func-

tions, respectively, in terms of Wilcoxon rank-sum test

results for SP metric. Likewise, Table 8 shows statistical

test results for D metric, MOSGA was different from

NSGA-II, MOMVO, and MOPSO in seven, eight, and

eight test functions, respectively, out of eight test functions.

It was apparent from the statistical results that the proposed

MOSGA had significantly better performance than other

algorithms in most of the test problems.

4.2 TEO-FPSC problem

In this research work, the specifications of FPSC were

referred to the technical details of Kingspan solar collector

FPW25 [70]. An aluminum sheet with an emissivity of

0.05 and thermal conductivity of 240 W/m K was used as

the absorber plate. According to available market prices for

components, constants for ai, bi, and all collector assembly

coefficients were [120 60 220 4.5 3500], [0.9 0.8 1 1 0.47],

and 1.5, respectively, as proposed by Hajabdollahi et al.

Table 6 Wilcoxon rank-sum

test results based on the GD

metric for all test functions

MOSGA versus NSGA-II MOMVO MOPSO

p value Signed p value Signed p value Signed

ZDT1 3.02E211 ? 3.02E211 ? 3.02E211 ?

ZDT2 3.02E211 ? 3.02E211 ? 3.02E211 ?

ZDT3 3.02E211 ? 3.02E211 ? 3.02E211 ?

ZDT6 3.02E211 ? 8.35E208 ? 3.02E211 ?

SCH 9.92E211 ? 1.02E205 ? 3.02E211 ?

FON 1.07E207 ? 4.80E207 ? 3.02E211 ?

POL 5.39E201 - 6.84E201 - 3.02E211 ?

KUR 1.38E202 ? 3.02E211 ? 3.02E211 ?

Table 7 Wilcoxon rank-sum

test results based on the SP

metric for all test functions

MOSGA versus NSGA-II MOMVO MOPSO

p value Signed p value Signed p value Signed

ZDT1 3.02E211 ? 2.92E209 ? 3.02E211 ?

ZDT2 3.57E206 ? 2.38E203 ? 2.64E201 -

ZDT3 6.72E210 ? 1.01E208 ? 3.02E211 ?

ZDT6 3.02E211 ? 3.02E211 ? 3.02E211 ?

SCH 3.57E206 ? 3.02E211 ? 1.45E201 -

FON 3.27E202 ? 3.02E211 ? 4.71E204 ?

POL 4.71E204 ? 3.02E211 ? 7.12E209 ?

KUR 2.68E206 ? 3.02E211 ? 3.02E211 ?

Table 8 Wilcoxon rank-sum

test results based on the D
metric for all test functions

MOSGA versus NSGA-II MOMVO MOPSO

p value Signed p value Signed p value Signed

ZDT1 3.02E211 ? 3.02E211 ? 3.02E211 ?

ZDT2 3.02E211 ? 3.02E211 ? 3.02E211 ?

ZDT3 3.02E211 ? 3.02E211 ? 3.02E211 ?

ZDT6 3.02E211 ? 3.02E211 ? 3.02E211 ?

SCH 2.03E209 ? 3.02E211 ? 4.46E204 ?

FON 1.45E201 - 3.02E211 ? 2.39E208 ?

POL 3.02E211 ? 3.02E211 ? 1.78E210 ?

KUR 1.03E202 ? 3.02E211 ? 3.02E211 ?
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[29]. The unit price for electricity was estimated at 0.10 $/

kWh for a system that operated approximately 4,380 h

annually. The lifetime of FPSC was estimated at 15 years,

with an inflation rate of 12%. Table 9 summarizes all

characteristics and test conditions of FPSC.

For the same input values given in Table 9, simulation

results were verified by comparisons with the correspond-

ing results published by the manufacturer [70] as presented

in Table 10. Differences in percentage values for both

results’ sets under different inlet temperatures were

acceptable.

4.2.1 Optimization results

The proposed MOSGA was implemented for the TEO-

FPSC problem. To generate a broad spectrum of optimal

results, optimization procedures were conducted for

working fluids of pure water and SiO2, Al2O3, CuO

nanofluids. The initial parameters of MOSGA (npop, ng,

nmut, and ak) were selected as 100, 20, 5, and 3, respec-

tively. Other control parameters were set as follows: the

NFEs was 10,000; the number of Pareto optimal solutions

was 100, and the number of trials was 30.

Pareto optimal fronts obtained by MOSGA for all

working fluids are shown in Fig. 10(a–d). They described

the relationship between efficiency and TAC and were

depicted as trade-off curves that trace actual conflicts

between both objective functions. Increasing efficiency

followed increasing TAC, and the slope steeply increased

when approaching the highest feasible efficiency.

Table 11 shows the optimal values of efficiency and

TAC for Solutions A–B–C. Solution A yielded maximum

values for efficiency and TAC, defined as the best ther-

modynamic optimized point. Solution C yielded minimum

values for both objectives, defined as the best economic

optimized point. Moreover, the decision-making method

was used to determine the best compromise solution (So-

lution B) from the Pareto optimal set. Thus, Solution B

struck a balance between both objectives, defined as the

best thermo-economic optimized point. In fact, solution A

was the optimal solution in single-objective optimization

for efficiency, whereas solution C was the optimal solution

in single-objective optimization for the TAC.

Table 12 lists values of objective functions and design

variables for the best thermo-economic optimized points

(as depicted in Fig. 10). These results indicated that

improved efficiency rates were 2.2748%, 2.4298%, and

2.7948% for SiO2, Al2O3, and CuO, respectively, com-

pared to pure water. Meanwhile, TAC rates were increased

by 2.4111%, 2.3403%, and 2.9133%, respectively.

Based on obtained solutions in Pareto optimal fronts,

decision-makers can finalize solution for a particular pro-

ject on the basis of experience and desired goals under

specific circumstances. If the priority is the performance of

FPSC, solution A will be the best solution. If the priority is

budget, solution C will be optimal. Additionally, if a

manufacturer prefers a measurable balance among objec-

tives, solution C will offer the best compromise providing

acceptable efficiency and an affordable cost for FPSC

systems.

To illustrate the concept of domination, Fig. 11a shows

Pareto optimal fronts generated for all four studies. As a

key observation, all Pareto fronts of all nanofluids domi-

nated pure water. For further analysis, Table 13 shows

comparisons with respect to the C-metric in which F1, F2,

F3, and F4 denote Pareto fronts for pure water, SiO2,

Al2O3, and CuO, respectively. Specifically, 95.03%,

96.28%, and 95.30% solutions of pure water were domi-

nated by SiO2, Al2O3, and CuO, respectively, on average.

Thus, nanofluids proved better than pure water. Table 13

also indicates that CuO nanoparticles were superior by

Table 9 Specifications and test conditions of FPSC

Parameter Value

Cover surface area (Ac) 2.4213 m2

Absorber plate area (Ap) 2.2388 m2

Absorber plate thickness (d) 0.3 mm

Emissivity of glass cover (eg) 0.84

Emissivity of absorber plate (ep) 0.04

Effective transmittance-absorptance (sa) 0.8645

Length of tube (Lt) 1.94 m

Fluid inlet temperature (Ti) 10 �C
Ambient temperature (Ta) 10 �C
Total solar radiation intensity (IT) 1000 W/m2

Slope of collector (b) 20�
Wind speed (v) 5 m/s

Table 10 Comparison of

simulation results with

manufacturer’s reference [70]

Output parameters Ti - Ta (�C)

0 10 30 50 70

Power output of manufacturer [70] (W) 1741 1659 1480 1283 1068

Power output of this work (W) 1712.09 1625.89 1453.52 1249.84 1025.97

Difference (%) 2 1.66 2 1.99 2 1.79 2 2.58 2 4.02
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more than 46.24% over Al2O3 (ranked second) and 78.93%

over SiO2 (ranked third) results, on average.

Tables 14 and 15 depict values of objective functions

and design parameters for two design points, D and E, in

Fig. 11b. For a fixed TAC of 100 $/year (design point D in

Fig. 11b), efficiencies for SiO2, Al2O3, and CuO increased

1.2072%, 1.2972%, and 1.3879%, respectively, compared

to pure water. For a fixed efficiency at 75% (design point E

in Fig. 11b), TAC for SiO2, Al2O3, and CuO decreased

2.3842%, 2.7034%, and 2.6113%, respectively, compared

to pure water.

The efficiency improvement of FPSC systems as using

nanofluids is expected. Nanofluids intensify thermal con-

ductivity, diffusivity, and the convection heat transfer

Fig. 10 Pareto optimal fronts for working fluids: a pure water; b SiO2; c Al2O3; d CuO

Table 11 Optimal values of efficiency and the TAC for solution A–B–C in Pareto optimal front in Fig. 10a–d

Case study Best thermodynamic optimized point

(Solution A)

Best thermo-economic optimized point

(Solution B)

Best economic optimized point

(Solution C)

Efficiency (%) TAC ($/year) Efficiency (%) TAC ($/year) Efficiency (%) TAC ($/year)

Pure water 77.6388 105.9559 72.0910 78.4756 48.8338 69.2102

SiO2 78.7209 111.9504 74.2373 80.1317 50.5639 69.2166

Al2O3 78.8924 113.9641 74.5208 80.3122 50.5838 69.2171

CuO 78.9288 116.9708 74.8858 80.7618 50.5957 69.2174
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coefficient. Consequently, heat transfer rates increase and

result in enhanced efficiency. On the other hand, any

decrease in TAC as using nanofluids is unpredictable. A

higher TAC is expected to be compared to pure water due

to the high price of nanoparticles. Nonetheless, adding

nanoparticles to pure water reduces radiation and

convection losses due to increased heat transfer between

the absorption plate and the nanofluid. Therefore, a lower

mass flow rate related to pump usage is needed to reduce

operational costs while achieving the desired performance.

As a result, different nanofluids simultaneously enhance

efficiency and desirable TAC results.

Table 12 Values of objective

functions and design parameters

for the best thermo-economic

optimized point

Parameter Pure water SiO2 Al2O3 CuO

Thermal efficiency (%) 72.0910 74.3658 74.5208 74.8858

Total annual cost ($/year) 78.4756 80.3677 80.3122 80.7618

Mass flow rate (kg/s) 0.0223 0.0254 0.0294 0.0277

Tube diameter (mm) 0.0050 0.0050 0.0050 0.0050

Tube number 17 19 17 18

Insulator thickness (mm) 0.0397 0.0420 0.0322 0.0378

Particle volumetric concentration – 0.0223 0.0476 0.0661

Fig. 11 Concept of domination for Pareto optimal fronts of four case studies

Table 13 Comparison of C-
metric for four case studies of

different working fluids

Performance measurement C(F2, F1) C(F3, F1) C(F3, F2) C(F4, F1) C(F4, F2) C(F4, F3)

Best 0.9900 0.9900 0.9000 0.9900 0.9600 0.6900

Average 0.9503 0.9628 0.7047 0.9530 0.7893 0.4624

Worst 0.8800 0.9000 0.5000 0.8000 0.5200 0.2500

SD 0.0185 0.0152 0.0724 0.0316 0.0792 0.0657

Table 14 Values of objective

functions and design parameters

for design point D (Fig. 11b)

with TAC ¼ 100� 0:7%$/year

Parameter Pure water SiO2 Al2O3 CuO

Thermal efficiency (%) 77.4059 78.6131 78.7031 78.7938

Total annual cost ($/year) 100.0647 100.4596 100.3605 100.6868

Mass flow rate (kg/s) 0.0982 0.0988 0.1000 0.1000

Tube diameter (mm) 0.0097 0.0080 0.0050 0.0073

Tube number 20 20 20 20

Insulator thickness (mm) 0.0989 0.0945 0.1000 0.0989

Particle volumetric concentration – 0.1000 0.0845 0.1000
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In view of the obtained results, MOSGA was success-

fully implemented for the TEO-FPSC problem. The level

of conflict between the two objectives was revealed as the

Pareto optimal front. Set of Pareto optimal solutions pro-

vides decision-makers with multiple options for choosing

the final solution for a specific project scenario. Moreover,

the Pareto optimal fronts for the case with nanoparticles

dominated over the case with pure water, in which CuO

nanoparticle was the best nanoparticle among the studied

nanoparticles.

4.2.2 Statistical comparison and analysis

To evaluate the applicability of the proposed algorithm for

the TEO-FPSC problem, MOSGA was run 30 trials inde-

pendently for each case. Optimization results were com-

pared with other techniques, including NSGA-II,

MOMVO, and MOPSO. To assure fair comparisons, the

study employed the NFEs of 10,000 and the number of

Pareto optimal solutions of 100 for all trials and all four

algorithms. Control parameters for all multi-objective

algorithms were kept the same values as given in Table 3.

All algorithms were compared based on three performance

metrics: C-metric, SP, and HV metrics. Results are now

reported.

a. C-metric

Table 16 shows C-metric results for all four

algorithms. Table 16 demonstrates that MOSGA dom-

inated more than 17.91% of NSGA-II; 27.52% of

MOMVO; and 80.83% of MOPSO solutions on

average for pure water. For SiO2, MOSGA dominated

19.85% of NSGA-II; 22.64% of MOMVO; and 74.64%

of MOPSO solutions. For Al2O3, MOSGA dominated

21.12%, 27.24%, and 71.62% of solutions by NSGA-

II, MOMVO, and MOPSO, respectively. For CuO,

MOSGA dominated more than 21.55% of NSGA-II;

Table 15 Values of objective

functions and design parameters

for design point E (Fig. 11b)

with g ¼ 75%� 0:3%

Parameter Pure water SiO2 Al2O3 CuO

Thermal efficiency (%) 75.0489 75.0751 75.1298 75.2698

Total annual cost ($/year) 83.6632 81.6685 81.4014 81.4785

Mass flow rate (kg/s) 0.0387 0.0283 0.0277 0.0293

Tube diameter (mm) 0.0050 0.0051 0.0050 0.0050

Tube number 20 20 20 19

Insulator thickness (mm) 0.0428 0.0449 0.0389 0.0364

Particle volumetric concentration – 0.0188 0.0458 0.0642

Table 16 Comparison of four

multi-objective algorithms

based on C-metric

Test case Indicators C(A1,A2) C(A2,A1) C(A1,A3) C(A3,A1) C(A1,A4) C(A4,A1)

Pure water Average 0.1791 0.1331 0.2752 0.0741 0.8083 0.0173

SD 0.0442 0.0453 0.1190 0.0283 0.0929 0.0175

SiO2 Average 0.1985 0.1613 0.2264 0.0898 0.7641 0.0233

SD 0.0684 0.0514 0.1002 0.0324 0.1061 0.0211

Al2O3 Average 0.2112 0.1626 0.2724 0.0884 0.7162 0.0233

SD 0.0709 0.0493 0.1187 0.0334 0.1176 0.0218

CuO Average 0.2155 0.1550 0.2801 0.0934 0.7493 0.0194

SD 0.0967 0.0609 0.1133 0.0429 0.1073 0.0189

A1, A2, A3 and A4 designate MOSGA, NSGA-II, MOMVO, and MOPSO, respectively

Table 17 Comparative results of SP metric among four multi-objec-

tive algorithms

Test case MOSGA NSGA-II MOMVO MOPSO

Pure water

Average 0.2575 0.2967 0.4789 0.6419

SD 0.0260 0.0460 0.1058 0.2284

SiO2

Average 0.2922 0.3836 0.4808 0.6582

SD 0.0485 0.0706 0.0849 0.1978

Al2O3

Average 0.3176 0.4253 0.5242 0.7591

SD 0.0541 0.0713 0.1635 0.2549

CuO

Average 0.3530 0.4786 0.5436 0.7816

SD 0.0733 0.1121 0.1606 0.3385

The best results are highlighted in bold
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28.01% of MOMVO; and 74.93% of MOPSO solu-

tions. Therefore, Pareto optimal solutions of MOSGA

were superior to the one obtained by MOPSO by far

and slightly better than those of NSGA-II and

MOMVO.

b. Spacing metric

Table 17 gives a comparison of the SP metric for

four multi-objective techniques. Boxplot analyses are

depicted in Fig. 12. In all cases, MOSGA yielded the

narrowest boxplots placed at the lower extremes of

each figure, indicating the range between best and the

worst SP values was relatively small as well as least.

Furthermore, red lines for all MOSGA boxplots placed

lower, indicating minimal medians. This evidence

demonstrated a robust performance of the MOSGA in

terms of SP metric.

Moreover, the results of the Wilcoxon rank-sum test

for the SP metric are provided in Table 18. Based on

the results, MOSGA performed significantly better

than NSGA-II, MOMVO, and MOPSO for all cases.

Therefore, MOSGA could obtain Pareto optimal solu-

tions with the best distribution.

c. Hypervolume metric

Table 19 summarizes results in terms of the HV

Fig. 12 Box plots of SP metric for four case studies: a pure water, b SiO2, c Al2O3, d CuO

Table 18 Wilcoxon rank-sum

test results based on the SP

metric for the TEO-FPSC

problem

MOSGA versus NSGA-II MOMVO MOPSO

p value Signed p value Signed p value Signed

Pure water 4.57E209 ? 5.49E211 ? 3.34E211 ?

SiO2 2.57E207 ? 2.37E210 ? 5.49E211 ?

Al2O3 4.69E205 ? 4.57E209 ? 8.99E211 ?

CuO 4.80E207 ? 2.39E208 ? 2.03E209 ?
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metric. For comparisons, the same reference point

W was employed in all trials. Figure 13 illustrates

boxplot analyses. MOSGA yielded the narrowest

boxplots in the uppermost extremes of each figure.

Moreover, red lines for the MOSGA boxplots were

also higher, indicating a robust performance with the

highest mean values. Table 19 and Fig. 13 show that

MOSGA produced the highest HV values for all cases.

Table 20 presents the results of the Wilcoxon rank-

sum test for HV metric. Table 20 shows that the

MOSGA had statistically better performance than other

algorithms for HV metric for all cases. Therefore, it

could be concluded that MOSGA proved superior

convergence and diversity of Pareto optimal solutions

in comparison with NSGA-II, MOMVO, and MOPSO.

From the assessments of C-metric, SP, and HV

metrics, it could be concluded that the MOSGA was

effectively applied to solving the TEO-FPSC problem

with high solution quality. For all case studies,

Table 19 Comparison of HV metric among all four multi-objective

algorithms

Test case MOSGA NSGA-II MOMVO MOPSO

Pure water

Average 1497.3962 1496.3508 1483.8042 1453.2877

SD 0.5872 1.4242 2.6730 7.0889

SiO2

Average 1551.5233 1548.7586 1538.9742 1504.2047

SD 0.7443 1.9243 2.6219 10.4321

Al2O3

Average 1560.0030 1555.9182 1546.7074 1511.2856

SD 0.7288 3.1913 4.0629 10.2504

CuO

Average 1562.4491 1554.3285 1550.6383 1513.8888

SD 1.7019 2.7927 1.9647 10.8484

The best results are highlighted in bold

Fig. 13 Box plots of HV metric for four case studies: a pure water, b SiO2, c Al2O3, d CuO
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MOSGA obtained better performance than other algo-

rithms in terms of convergence and distribution of

Pareto optimal solutions.

5 Conclusion

This paper introduced the new multi-objective version of

the SGA called MOSGA for the TEO-FPSC problem. Its

key mechanism was inspired by the conventional SGA, in

which non-dominated solutions were found through the

stages of mutation, generation, and selection. Elitist non-

dominated sorting technique and Pareto archive with

selection instruments were integrated with SGA to produce

MOSGA. To verify its efficacy, MOSGA was tested with

eight multi-objective benchmark problems. In all examined

cases, statistical results demonstrated that MOSGA effec-

tively converged toward true Pareto optimal fronts with

high distribution and spread for all generated fronts. After

that, four case studies of FPSC systems with different

working fluids (pure water, SiO2, Al2O3, CuO) were opti-

mized by using the MOSGA. It was found that different

nanofluids enhanced both efficiency and TAC of FPSC

systems. Results were also analyzed and compared with

other multi-objective techniques in terms of three perfor-

mance criteria: C-metric, SP, and HV metrics. Through all

trials, MOSGA provided superior solutions compared to

three other well-known multi-objective algorithms. This

can be clearly seen through the CuO case study, where

MOSGA solutions dominated more than 21.55% of NSGA-

II solutions; 28.01% of MOMVO solutions; and 74.93% of

MOPSO solutions. Pareto optimal fronts generated by

MOSGA offered an essential approach to assist manufac-

turers in their determination of optimal trade-offs between

thermal efficiency and TAC for FPSC systems when con-

fronted with multi-objective problems. For future works, it

is recommended to implement MOSGA for multi-objective

optimization in other solar thermal systems such as para-

bolic trough collector, concentrated solar power, and solar

power tower.
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