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A B S T R A C T   

In the future of decentralized energy systems, isolated microgrids integrated with renewable energy and energy 
storage systems (ESS) have emerged as critical solutions for areas beyond conventional grid connectivity. 
Optimal power scheduling is essential for the efficient operation, cost efficiency, and stability of isolated 
microgrids. Therefore, this study proposes a new supervised learning (SL) strategy for real-time optimal power 
scheduling of an isolated microgrid. The proposed approach is three-fold: First, a deterministic mixed-integer 
linear programming (MILP) model is established for the optimal power scheduling problem of an isolated 
microgrid to minimize operational costs. By harnessing historical data, this optimization model is solved by a 
dedicated MILP solver to obtain an expert dataset of optimal decisions in the isolated microgrids. Second, an SL 
strategy is deployed to learn and mimic optimal ESS charging/discharging decisions by training a dense residual 
neural network (ResNetD) on the obtained expert dataset. Finally, the well-trained ResNetD model is applied to 
provide near-optimal power scheduling decisions based on real-time information. The performance of the pro-
posed method is validated using a comprehensive set of test scenarios and compared with the base case, myopic 
policy, and other well-known deep reinforcement learning. The results reveal that the SL method reduces 
operating costs by 5.95 % and the output of the diesel engine generator by 12.67 % compared to the base case. 
Moreover, the SL method provides high-quality solutions that closely approximate the ideal results with an 
average performance gap of 0.37 %. Therefore, the proposed method demonstrates its robust adaptability to the 
real-time conditions of an isolated microgrid environment.   

1. Introduction 

1.1. Background 

The need for sustainable energy systems has increased owing to the 
increasing global energy demand, greenhouse gas emissions, and 
depletion of fossil fuels [1–4]. The power sector is transforming from a 
centralized grid to a decentralized scheme that utilizes distributed en-
ergy resources, such as renewable energy sources (RES), flexible demand 
management, and energy storage systems (ESS) [5,6]. One solution for 
addressing the challenges of centralized power grids is the deployment 
of isolated microgrids. These small-scale electricity systems are designed 
to operate independently from the upscale grid and typically consist of 
local power generation sources such as diesel engine generators (DEG), 

solar photovoltaic (PV) panels, wind turbines, ESSs, and controllable 
loads [7]. Isolated microgrids are becoming increasingly popular as a 
cost-effective means of providing electricity to remote or off-grid loca-
tions where extending upscale grids may not be feasible. However, 
isolated microgrids face significant challenges due to the intermittent 
and uncertain nature of RESs [8,9]. Accordingly, the day-ahead and real- 
time scheduling results may differ due to prediction errors in RES output 
power and load demand [10–12]. To operate isolated microgrids opti-
mally, an optimal power scheduling strategy is essential to take 
advantage of available energy sources, reduce the impact of RES inter-
mittency, maintain stable power sources, and reduce operating costs. 

1.2. Literature review 

In recent years, numerous studies have focused on power scheduling 
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and energy management systems (EMS) in isolated microgrids. Owing to 
the independent operation of the upscale grid and the unpredictable 
nature of RESs and load demand, maintaining load balance is critical for 
isolated microgrids. Thus, many approaches have been proposed for 
day-ahead scheduling of isolated microgrids, such as stochastic pro-
gramming, robust optimization, information gap decision theory 
(IGDT), model predictive control (MPC), and heuristic methods. In [13], 
the authors developed a stochastic optimization model for day-ahead 
energy management of an off-grid rural microgrid. Their problem was 
determined as a mixed-integer nonlinear programming (MINLP), 
incorporating wind and PV power, pumped storage, and incentive-based 
demand response (DR). Moradi et al. [14] proposed optimal power 
scheduling for a stand-alone microgrid, considering the uncertainties of 
load demands and RESs. They aimed to improve the system performance 
while reducing fuel costs and emissions by implementing advanced 
dynamic programming (ADP) to plan ESSs and resource generation. In 
[15], the authors proposed a stochastic programming framework for the 
unit commitment problem of a hybrid microgrid in isolated mode. An 
autoregressive moving average was employed to forecast the load 

demands, and the spinning reserve selection was optimized to minimize 
the operational costs while solving for 24-hour-ahead scheduling. In 
[16], a bi-level EMS was developed to enhance the interconnected op-
erations of networked microgrids. The model introduced a new pricing 
scheme for power exchange and utilized scenario-based analysis with 
scenario reduction methods to address uncertainties. In [17], a day- 
ahead economic dispatch model was proposed as an MILP optimiza-
tion framework with the aim of reducing energy consumption in a stand- 
alone water-energy microgrid system. Nourollahi et al. [18] applied a 
hybrid stochastic robust optimization framework to achieve optimal 
microgrid scheduling in both normal and resilient modes. The un-
certainties were modeled in grid price, wind and PV power, and elec-
trical loads, and DR programs were incorporated to improve the 
microgrid resilience. Jordehi [19] proposed an MILP model for unit 
commitment in combined heat and power microgrids. In [20], a risk- 
aware IGDT-based EMS was proposed for combined cooling, heating, 
and power microgrids with battery charging stations. Rana et al. [21] 
introduced a new peak-load-shaving algorithm for hybrid PV-ESS sys-
tems in isolated microgrids. In [22], a stochastic IGDT method was 

Nomenclature 

Abbreviations 
DEG diesel engine generators 
DR demand response 
EMS energy management system 
ESS energy storage system 
FL flexible load 
IL inflexible load 
OM operation and maintenance 
Pv photovoltaic 
WG wind generator 

Indexes (Sets) 
c (C) set of loads 
g (G) set of power sources 
m (M) set of flexible customers 
i (N) set of buses 
(i, j) E set of lines 
t (Γ) set of time intervals 

Parameters 
NB number of buses 
NL number of lines 
pDEG, pDEG minimum and maximum dispatchable powers of DEG 

(kW) 
pESS,ch, pESS,dch rated charging and discharging power of ESS (kW) 
pFL,m

t , pFL,m
t minimum and maximum load demand to be served by 

mth flexible consumer (kW) 
pIL

t , qIL
t active and reactive power demand of inflexible consumer 

at each time interval t (kW) 
pPV

t active power generated by solar PV panel at time interval t 
(kW) 

pPV rated active power of solar PV panel (kW) 
p̂PV

t available power of solar PV panel at time interval t (kW) 
pWG

t active power generated by wind turbine at time interval t 
(kW) 

pWG rated active power of wind turbine (kW) 
RDEG ramp limit of the DEG (kW) 
rij, xij resistance and reactance of line (i, j) (p.u.) 
T optimization horizon (h) 
αWG, βWG coefficients of wind turbine (kW⋅(m/s)− 3, − ) 
γt wind speed at time interval t (m/s) 

γWG, γWG,*, γWG cut-in, rated, cut-out wind speeds of wind turbine 
(m/s) 

εESS, εESS minimum and maximum allowable capacity of ESS (kWh) 
ηESS,ch, ηESS,dch charging and discharging efficiency of ESS (p.u.) 
ηPV conversion efficiency of solar PV panel (p.u.) 
ηWG conversion efficiency of wind turbine (p.u.) 
θt ambient temperature at time interval t (◦C) 
λm cost of unserved energy for mth flexible customer ($/kWh) 
μPV, μWG, μESS operation and maintenance costs of PV, WG, and ESS 

($/kWh or $/kWh2) 
υt solar irradiance at time interval t (kW/m2) 
ωDEG

1 , ωDEG
2 , ωDEG

3 cost coefficients of the DEG ($/h, $/kWh, $/kWh2) 
Δτ time interval (h) 

Variables 
Iij|t complex current on the line (i, j) at time interval t (p.u.) 
lij|t squared magnitude of complex current on line (i, j) at time 

interval t (p.u.) 
Pij|t , Qij|t active and reactive power flowing from buses i to j at time 

interval t (kW) 
pc

j|t, q
c
j|t active and reactive power consumption at bus j at time 

interval t (kW) 
pDEG

t , qDEG
t active and reactive power generated by the DEG at time 

interval t (kW) 
pESS,ch

t , pESS,dch
t charging and discharging power of ESS at time 

interval t (kW) 
pFL,m

t , qFL,m
t active and reactive power consumed by mth flexible 

consumer after curtailment at time interval t (kW) 
pg

j|t, q
g
j|t active and reactive power generation at bus j at time 

interval t (kW) 
qPV

t reactive power generated by solar PV panel at time interval 
t (kW) 

qWG
t reactive power generated by wind turbine at time interval t 

(kW) 
uDEG

t operation status of DEG (binary) 
uESS,ch

t , uESS,dch
t charging and discharging status of ESS at time 

interval t (binary) 
vi|t squared voltage magnitude at bus i at time interval t (p.u.) 
Vi|t complex voltage at bus i at time interval t (p.u.) 
vi, vi lower and upper bounds on voltage magnitude at bus i (p. 

u.) 
εESS

t SOC of ESS at time interval t (kWh)  
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proposed for energy management of an isolated microgrid. The model 
effectively accounted for uncertainties related to RESs and load demand, 
robustly handled component failures, and integrated operational costs 
as artificial uncertainties. Ferahtia et al. [23] proposed an energy 
management strategy for a hybrid microgrid featuring a PV generator, 
fuel cell system, and ESS. The strategy utilized a bald eagle search al-
gorithm to optimize system efficiency, minimize operational costs, and 
safeguard the battery against over-charging and over-discharging. 
Tostado-Véliz et al. [24] proposed an interval-based method for the 
optimal scheduling of an isolated microgrid incorporating DR programs 
and green hydrogen storage. The model employed MILP and logical 
rules for hydrogen generation while handling uncertainties with an in-
terval formulation, supporting both pessimistic and optimistic strate-
gies. Manzano et al. [25] proposed an economic MPC system for 
microgrid operation that utilized the actual load demand and RESs data 
to enhance economic performance through a predictive approach. 
Zhang et al. [26] introduced a particle swarm optimization approach to 
optimize dispatching in an isolated microgrid while considering both 
economic and environmental costs as objective functions. Asri et al. [27] 
presented a new MILP model for shared ESSs in island microgrids 
serving remote communities. This model enables consumers to share 
their ESSs with their nearest neighbors. In [28], the authors proposed an 
IGDT model for an off-grid system utilizing wind, bio-waste, stationary, 
and mobile storage to ensure a full RES supply, optimizing construction 
and maintenance costs. Although significant progress has been made in 
energy management for isolated microgrids, these methods are mainly 
applied for day-ahead scheduling or long-term planning, and they rely 
heavily on modeling and forecasting uncertainties. The scheduling re-
sults are significantly impacted by the accuracy of the mathematical or 
predictive models, which presents challenges in forecasting or under-
standing the statistical distribution information of uncertainties [29]. 
Forecast errors of uncertainties can force actual operating decisions to 
be re-optimized in the intraday online optimization process according to 
updated short-term forecast information. Therefore, these approaches 
face challenges in developing effective energy management models that 
can adapt to unpredictable changes in real-time situations. 

The limitations of relying solely on mathematical models have 
sparked interest in implementing reinforcement learning (RL) and deep 
reinforcement learning (DRL) algorithms for energy management in 
stand-alone microgrids. These algorithms effectively handle stochastic 
decision-making problems by reducing reliance on modeling or fore-
casting uncertainties. In the RL and DRL algorithms, an agent learns to 
make a sequence of decisions by interacting with a given environment. 
The agent receives feedback in the form of rewards and seeks a policy 
that maximizes the total expected reward over time [30]. Using a trial- 
and-error approach, an agent can adapt its decision-making policy based 
on past experiences and receive rewards, providing a reliable mecha-
nism for handling uncertainties and probabilistic outcomes [31]. In 
[32], the authors proposed an EMS that used adaptive power pinch 
analysis and Q-learning to address the uncertainties of load demand and 
RESs in a stand-alone microgrid. Li et al. [33] presented a new approach 
called prioritized experience replay automated reinforcement learning 
(PER-AutoRL) for optimal scheduling in isolated microgrid manage-
ment. This method utilized a deep deterministic policy gradient (DDPG)- 
based forecasting model to address error accumulation in multi-step 
forecasting. In [34], the authors developed a forecast-driven optimiza-
tion strategy for an isolated hydrogen microgrid. They utilized BiLSTM- 
CNN for 24-hour wind and load predictions and implemented a deep Q- 
network (DQN) to determine the optimal scheduling, considering un-
certainty and storage degradation. Khawaja et al. [35] applied Q- 
learning to develop an EMS for a stand-alone microgrid with PV panels 
and an ESS to minimize operational costs. The above-cited studies pri-
marily focused on applying the RL and DRL algorithms for day-ahead 
scheduling. In recent years, online power scheduling for isolated 
microgrids has been attracting interest. Kofinas et al. [36] proposed a 
distributed multi-agent system for a stand-alone solar microgrid using 

fuzzy Q-learning in real-time, wherein agents represent microgrid 
components and coordinate behavior through shared state variables for 
efficient control. Totaro et al. [37] proposed a model-based RL algo-
rithm for controlling long-term isolated microgrids. They formulated the 
control problem as a Markov decision process (MDP) and utilized 
proximal policy optimization (PPO) as the learning algorithm. Lei et al. 
[38] developed two DRL algorithms, namely, the finite-horizon recur-
rent deterministic policy gradient (FH-RDPG) and finite-horizon deep 
deterministic policy gradient (FH-DDPG), to control the power dispatch 
in IoT-enabled isolated microgrids. Xia et al. [39] proposed a multi- 
agent DRL algorithm to solve the economic frequency control problem 
in isolated networked microgrids. During the offline training stage, a 
soft actor-critic (SAC) algorithm was employed, where each agent was 
responsible for controlling the ESS and generator in each microgrid. In 
[40], a distributed quantum multi-agent deep meta-deterministic policy 
gradient (DQMA-DMDPG) algorithm was designed to aid in the area 
autonomy energy management of a multi-area microgrid to minimize 
the total generation costs and reduce frequency errors. In [41], the SAC 
algorithm was utilized for island microgrid energy management to 
regulate the stochastic behavior of RESs. Their study aimed to decrease 
the reliance on DEG, manage peak loads, and minimize gas emissions. 
Although the RL and DRL algorithms are valuable tools for making 
stochastic decisions, they have certain limitations that can affect the 
power scheduling problem. Since RL algorithms typically represent 
policy or value functions using basic functions or tables, they may 
struggle to handle continuous states and actions [42]. DRL algorithms 
can consume significant computational resources, particularly when 
training extensive neural networks. Furthermore, the agent may have 
difficulty adapting to new scenarios. Overfitting during training can also 
hinder the performance in unseen scenarios, thus limiting its applica-
bility in real-world problems [29]. 

1.3. Research gaps and motivations 

Table 1 summarizes recent research studies on real-time power 
scheduling for isolated microgrids, which shows that this topic has 
attracted much interest. Based on the literature review, the previous 
studies still have certain drawbacks, which can be outlined as follows:  

- Conventional methodologies such as stochastic optimization, robust 
optimization, interval optimization, IGDT, and heuristic methods for 
day-ahead scheduling rely significantly on the modeling and fore-
casting uncertain parameters. If these predictions are inaccurate or 
the uncertainty distribution information is flawed, suboptimal solu-
tions can be obtained. Accordingly, the predetermined schedule may 
need to be adjusted or even re-dispatched.  

- Several researchers have attempted to solve power scheduling 
problems in isolated microgrids using RL and DRL algorithms. 

Table 1 
Summary of the reviewed references and the current study on real-time power 
scheduling for isolated microgrids.  

Reference DEG PV WG DR 
program 

AC power 
flow 
modeling 

Approach 

[25] √ √ √ – – MPC 
[36] √ √ – – – fuzzy Q- 

Learning 
[37] √ √ – – – PPO 
[38] √ √ – – – FH-DDPG, FH- 

RDPG 
[39] √ √ – – – SAC 
[40] √ – √ – – DQMA-DMDPG 
[41] √ √ √ – √ SAC 
This 

study 
√ √ √ √ √ Supervised 

learning 
(RestNetD)  
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However, these algorithms typically learn from scratch through a 
trial-and-error process, which may require a high computational 
time. In addition, they may encounter problems of slow convergence, 
non-convergence, or instability.  

- A real-time power scheduling problem for microgrids requires 
modeling the microgrid components and power flow in power net-
works. Many previous studies have ignored the power flow model for 
simplicity and only considered the simple supply and demand bal-
ance model. AC power flow is necessary to accurately represent 
reactive power requirements, nodal voltage limits, and line trans-
mission limits in microgrids. Since the power flow model contains 
nonlinear constraints, some research works [13,16,18,41] applied 
DC power flow or formulated the optimization problem as MINLP 
problems. Mathematically, global optimality may not be guaranteed 
in the MINLP formulation. 

Based on the above research gaps, the following research questions 
can be posed: (1) how to develop a real-time power scheduling frame-
work for isolated microgrids that adapts to operating conditions without 
relying heavily on forecasting and uncertain parameter modeling?; (2) 
how to propose a new data-driven approach to learn and mimic expert 
decision-making in the optimal power scheduling of isolated microgrids, 
minimizing reliance on trial-and-error processes inherent in RL and DRL 
algorithms?; (3) how to model the power flow in isolated microgrids to 
ensure accuracy in representing AC power flows while maintaining 
problem linearity and ensuring global optimality in the solutions? 

1.4. Research contributions 

To fill these research gaps, this study aims to develop a new super-
vised learning (SL) strategy for the real-time optimal power scheduling 
of an isolated microgrid integrated with RESs and ESS to minimize 
operational costs, as shown in Fig. 1. This method is based on directly 
learning a policy from expert demonstrations inspired by the behavioral 
cloning (BC) approach. To accomplish this, the power scheduling 
problem of an isolated microgrid is initially defined as an MILP opti-
mization framework to minimize operational costs, in which DistFlow 

equations are applied to model AC power flows in the power network. 
Given the historical data, the original power scheduling problem is 
solved as a deterministic day-ahead problem using a dedicated MILP 
solver to obtain an expert dataset of optimal decisions in the isolated 
microgrids. Subsequently, the proposed method learns and mimics 
optimal ESS charging/discharging decisions by training a dense residual 
neural network (ResNetD) [43] on the obtained expert dataset. A well- 
trained ResNetD is applied to provide near-optimal power scheduling 
decisions in real-time scenarios. Based on the literature review, this 
study is the first to develop a real-time power scheduling strategy for an 
isolated microgrid based on an SL approach. The contributions of this 
research are as follows:  

- The optimal power scheduling of an isolated microgrid is formulated 
as an MILP optimization model that integrates detailed modeling of 
microgrid components and AC power flow constraints under DR 
programs. Based on MILP formulation, the global optimality and 
feasibility of solutions can be guaranteed. The original optimization 
problem is then converted into a sequence of multi-step optimization 
sub-problems which are solved sequentially over the optimization 
horizon.  

- A SL method is developed for real-time power scheduling in the 
isolated microgrid, wherein a ResNetD model is trained on state- 
action pairs extracted from solving the MILP optimization problem. 
In this way, the proposed method has an advantage over DRL 
methods by learning from an expert dataset instead of learning from 
scratch. This improves training efficiency while significantly 
reducing training time.  

- Real-time power scheduling is performed in two phases at each time 
interval: (1) A well-trained ResNetD model is applied to determine 
the charging/discharging decisions of the ESS; (2) The remaining 
decision variables can be optimally determined by solving a one-step 
optimization problem. This approach significantly reduces the 
number of actions during training and reduces reliance on forecast 
information while fully satisfying microgrid and AC power flow 
constraints.  

- The effectiveness of the proposed method is validated through a set 
of test scenarios using real-world data. The results show that the 
proposed method achieves operation costs close to the ideal results 
obtained under perfect information with an average performance 
error of 0.37 %. This implies that the proposed method effectively 
learns and imitates the MILP solver to make optimal decisions based 
on real-time information.  

- The obtained results from the proposed method are compared to 
those from the myopic policy and other prominent DRL algorithms, 
including PPO, SAC, and DDPG. Comparative results showed that the 
proposed method provided better results than other methods, which 
confirms its superior performance and adaptability to the real-time 
power scheduling problem. 

The remainder of this paper is organized as follows. Section 2 pre-
sents the system modeling and problem formulation. Section 3 describes 
the proposed methodology. Simulation results are presented in Section 
4, and Section 5 summarizes the conclusions. 

2. System modeling and problem formulation 

Fig. 2 shows a schematic diagram of the proposed isolated microgrid, 
which is assumed not to be connected to the upscale grid. Thus, the 
electricity demand of the isolated microgrid is powered by DEG and 
renewable sources, including a solar PV panel and wind generator (WG). 
In addition, an ESS is employed to store the excess energy generated by 
renewable sources. This stored energy can be utilized during periods of 
low RES generation or peak demand. The isolated microgrid operates 
under DR programs and considers the following two types of consumers: 

Fig. 1. The overview of the proposed framework.  
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• Inflexible consumers: They do not participate in DR programs, and 
their expected demand must be fully served [22].  

• Flexible consumers: Their expected demand can only be partially 
served, and they are compensated for each kilowatt hour of curtailed 
energy ($/kWh) [22]. 

In an isolated microgrid, the operations of various electrical com-
ponents and local customers are managed centrally. A communication 
network is deployed to connect the signals between the generators, 
consumers, ESS, and system operator. The system operator employs an 
EMS to gather real-time data and implements a real-time power sched-
uling strategy to minimize the operational costs of the isolated micro-
grid. The scheduling signals are then transmitted to the electrical 
components for optimal real-time operation. 

2.1. System modeling 

The power scheduling for the isolated microgrid is considered over a 
finite time horizon of 24 h (T = 24) and a time interval of 1 h (Δτ = 1), 
where set Γ = {Δτ, 2Δτ…, T}. Detailed mathematical formulations of 
each component of the isolated microgrid are presented in the following 
subsections. 

2.1.1. DEG modeling 
The power generated by the DEG is represented by the operational 

limits in (1) and the ramp restrictions in (2) [22,44]: 

pDEG⋅uDEG
t ≤ pDEG

t ≤ pDEG⋅uDEG
t ; ∀t ∈ Γ (1)  

pDEG
t− 1 − RDEG ≤ pDEG

t ≤ pDEG
t+1 + RDEG; ∀t ∈ Γ \t > 1 (2)  

where pDEG
t is the active power generated by the DEG at interval t; pDEG 

and pDEG are the minimum and maximum dispatchable power of the 
DEG, respectively; uDEG

t is the binary variable indicating the operation 
status of the DEG at interval t, and RDEG is the ramp limit of the DEG. 

2.1.2. Solar PV panel modeling 
For a solar PV array, the available power of the PV system (p̂PV

t ) can 
be modeled as a function of solar irradiance and ambient temperature as 
follows [22]: 

p̂PV
t = pPV ⋅

[
0.25⋅υt + 0.03⋅υt⋅θt +

(
1.01 − 1.13⋅ηPV)⋅υ2

t

]
; ∀t ∈ Γ (3)  

where pPV and ηPV are the rated active power and conversion efficiency 
of the solar PV panel, respectively; υt is the solar irradiance at interval t, 
and θt is the ambient temperature at interval t. 

The active power output of the solar PV panel must not exceed the 
peak power, as expressed in (4). 

pPV
t =

⎧
⎨

⎩

pPV if p̂PV
t > pPV

p̂PV
t otherwise

; ∀t ∈ Γ (4)  

where pPV
t is the active power generated by the PV panel at interval t, 

respectively. 

2.1.3. WG modeling 
Fig. 3 depicts a wind speed curve representing the correlation be-

tween the wind speed and the power generated by the wind turbine. The 

Fig. 2. Schematic diagram of the proposed isolated microgrid.  

Fig. 3. Wind-power curve of wind turbine.  
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active power output of a WG can be defined as a function of wind speed 
as follows [24,44]: 

pWG
t = ηWG⋅

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0, if γt < γWG

αWG⋅γ3
t − βWG⋅pWG, if γWG ≤ γt ≤ γWG,*

pWG, if γWG,* < γt ≤ γWG

0, if γt > γWG

; ∀t ∈ Γ (5)  

where pWG
t is the active power generated by the wind turbine at interval 

t; pWG and ηWG are the rated active power and conversion efficiency of 
the wind turbine, respectively; γt is the wind speed at interval t; γWG, 
γWG,*, and γWG are the cut-in, rated, and cut-out wind speeds of the wind 
turbine, respectively; αWG and βWG are coefficients of the wind turbine. 

2.1.4. ESS modeling 
ESSs play a crucial role in maintaining a reliable and consistent 

power supply within an isolated microgrid. The charging and dis-
charging power of an ESS are limited by the rated power, as expressed in 
(6) and (7), respectively. Moreover, constraint (8) forces charging and 
discharging modes to be mutually exclusive [45]. 

0 ≤ pESS,ch
t ≤ pESS,ch⋅uESS,ch

t ; ∀t ∈ Γ (6)  

0 ≤ pESS,dch
t ≤ pESS,dch⋅uESS,dch

t ; ∀t ∈ Γ (7)  

0 ≤ uESS,ch
t + uESS,dch

t ≤ 1; ∀t ∈ Γ (8)  

where pESS,ch
t and pESS,dch

t is the charging and discharging power of the 
ESS at interval t, respectively; pESS,ch and pESS,dch are the rated charging 
and discharging power of the ESS, respectively; uESS,ch

t and uESS,dch
t are the 

binary variables representing the charging and discharging status of the 
ESS at interval t, respectively. 

The state of charge (SOC) of the ESS is modeled as a function of the 
power exchange with the system, as given in (9). Moreover, constraint 
(10) shows that the SOC of the ESS is limited by the depth-of-discharge 
and rated capacity [44,46]. 

εESS
t = εESS

t− 1 + Δτ⋅
[

ηESS,ch⋅PESS,ch
t −

PESS,dch
t

ηESS,dch

]

; ∀t ∈ Γ (9)  

εESS ≤ εESS
t ≤ εESS; ∀t ∈ Γ (10)  

where εESS
t is the SOC of the ESS at interval t; ηESS,ch and ηESS,dch is the 

charging and discharging efficiency of the ESS, respectively; εESS and 
εESS are the minimum and maximum allowable capacity of the ESS, 
respectively. 

It is assumed that the SOC of the ESS reaches the maximum value at 
the first and last intervals of the scheduling cycle as follows [22]: 

εESS
1 = εESS

T = εESS (11)  

2.1.5. Inflexible and flexible consumers modeling 
DR programs are mechanisms to adjust the power demand instead of 

adjusting the supply, which can be categorized into two main types: 
price-based DR programs and incentive-based DR programs. Price-based 
DR programs influence customer electricity usage by varying the price of 
electricity over time. This strategy encourages consumers to reduce or 
shift their electricity usage during peak demand periods to off-peak 
times when electricity is cheaper and more abundant. Meanwhile, 
incentive-based DR programs provide financial incentives to customers 
to encourage them to reduce their electricity consumption voluntarily 
during periods of high demand or when grid reliability is at risk. This 
study deploys incentive-based DR programs in isolated microgrid 
modeling. 

In this way, two types of consumers are considered in the isolated 
microgrid: inflexible and flexible customers. For the inflexible con-
sumer, the active and reactive power demand at each time interval t are 
represented by pIL

t and qIL
t , which must be fully met by the operator. 

Meanwhile, flexible consumers are willing to reduce a certain amount of 
their expected demand according to incentive-based DR programs [47]. 
Thus, compensation ($/kWh) is paid to customers if the operator does 
not fully satisfy their expected demand. However, the curtailable power 
must be within a certain limit. Thus, flexible consumers are modeled as 
follows: 

pFL,m
t

≤ pFL,m
t ≤ pFL,m

t ; ∀t ∈ Γ ∧ m ∈ M (12)  

where pFL,m
t and pFL,m

t are the minimum and maximum load demands of 
the mth flexible consumer that must be served at interval t, respectively; 
pFL,m

t is the load demand of the mth flexible consumer after curtailment at 
interval t, and M is the set of flexible customers. This study considers one 
inflexible customer and two flexible customers. 

2.2. MILP optimization framework for the proposed isolated microgrid 

2.2.1. Power flow constraints 
This study applies the DistFlow equations to model steady-state 

power flows in the power network. The proposed power flow model 
fully considers active and reactive power (AC), branch current limits, 
and node voltage limits while they essentially maintain the linearity of 
the equations. Therefore, DistFlow equations are widely applied in 
small-scale radial distribution networks, and their accuracy and reli-
ability have been thoroughly validated in numerous studies [48,49]. 
Given a power distribution network where N = {1, 2, …, NB} is a set of 
buses and E = {1, 2, …, NL} is a set of lines, the DistFlow equations can 
be expressed as follows [48,50]: 

Pij|t =
(

pc
j|t − pg

j|t

)
+ rijlij|t +

∑

k:j→k
Pjk|t; ∀j∈N∧(i, j) ∈E∧ t∈Γ∧g∈G∧ c∈C

(13)   

Qij|t =
(

qc
j|t − qg

j|t

)
+ xijlij|t +

∑

k:j→k
Qjk|t ; ∀j∈N∧(i, j) ∈E∧ t∈Γ∧g∈G∧ c∈C

(14)  

vj|t = vi|t − 2
(
rijPij|t + xijQij|t

)
+
(

r2
ij + x2

ij

)
lij; ∀i, j ∈ N ∧ (i, j) ∈ E ∧ t ∈ Γ

(15)  

vi ≤ |Vi|t|
2
≤ vi; ∀i ∈ N ∧ t ∈ Γ (16)  

lij|t =
P2

ij|t + Q2
ij|t

vi|t
; ∀i ∈ N ∧ (i, j) ∈ E ∧ t ∈ Γ (17)  

where NB is the number of buses, NL is the number of lines, Pij|t and Qij|t 

are the active and reactive power flowing from buses i to j at time in-
terval t, respectively; rij and xij are the resistance and reactance of line (i, 
j), respectively; pg

j|t and qg
j|t are the active and reactive power generation 

at bus j at time interval t, respectively; pc
j|t and qc

j|t are the active and 
reactive power consumption at bus j at time interval t, respectively; set 
G = {DEG, PV, WG, ESSdch} and set C = {IL, FL1, FL2, ESSch}; vi|t is the 
squared voltage magnitude at bus i at time interval t, and lij|t is the 
squared magnitude of complex current on line (i, j) at time interval t. In 
the power flow model, vi|t = |Vi|t |

2 and lij|t =
⃒
⃒Iij|t

⃒
⃒2, where Vi|t and Iij|t are 

the complex voltage at bus i and the complex current on the line (i, j) at 
time interval t, respectively. The voltage magnitudes must satisfy Eq. 
(16), where vi and vi are given lower and upper bounds on voltage 
magnitudes, respectively. To formulate the optimization problem as a 
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convex problem, nonlinear quadratic equalities in (17) are relaxed as the 
following second-order cone constraint [51]: 
⃦
⃦
⃦
⃦
⃦
⃦

2Pij|t
2Qij|t

lij|t − vi|t

⃦
⃦
⃦
⃦
⃦
⃦
≤ lij|t + vi|t ; ∀i ∈ N ∧ (i, j) ∈ E ∧ t ∈ Γ (18)  

2.2.2. Operational cost 
In this study, the operational cost of an isolated microgrid at time 

interval t is defined as follows: 

Ft = FDEG
t + FOM

t + FDR
t ; ∀t ∈ Γ (19) 

In (19), the first term represents the fuel and maintenance costs 
associated with the DEG. The DEG costs can be defined as a quadratic 
function of the power generated by the DEG as follows [15,22]: 

FDEG
t = Δτ⋅

[
uDEG

t ⋅ωDEG
1 + pDEG

t ⋅ωDEG
2 +

(
pDEG

t

)2⋅ωDEG
3

]
; ∀t ∈ Γ (20)  

where ωDEG
1 , ωDEG

2 , and ωDEG
3 are the cost coefficients of the DEG. 

The second term in (19) represents the costs associated with the 
operation and maintenance of the PV, WG, and ESS. The cost of 
renewable generators can be considered proportional to the generated 
power. Meanwhile, the costs associated with an ESS can be formulated 
as a quadratic function of the ESS charging/discharging power. The 
second term in (19) is expressed as follows [22,52]: 

FOM
t = Δτ⋅

[
μPV ⋅pPV

t + μWG⋅pWG
t + μESS⋅

(
pESS,i

t

)2
]
; ∀t ∈ Γ ∧ i ∈ {ch; dch}

(21)  

where μPV, μWG, and μESS are the operation and maintenance costs 
related to the PV, WG, and ESS, respectively. To preserve the MILP 
formulation of the model, the quadratic terms in (20) and (21) are 
linearized using a piecewise linear approximation, as presented in Ap-
pendix A. 

As previously discussed, flexible consumers receive compensation 
when the operator reduces their expected load demands. The cost of 
applying DR programs is considered in the last terms of (19), which can 
be determined as follows [22]: 

FDR
t = Δτ⋅

∑

m∈M

{
λm⋅

(
pFL,m

t − pFL,m
t

) }
; ∀t ∈ Γ (22)  

where λm is the cost of the DR programs for the mth flexible customer. 

2.2.3. The optimization problem 
In this study, the optimal power scheduling problem involves 

determining the optimal schedules of the DEG, RESs, load curtailments, 
and ESS to meet the energy demand of the isolated microgrid at any 
given time while considering the DR program and various system con-
straints. The main objective of the optimization problem is to minimize 
the operational cost of the isolated microgrid. To this end, solar PV and 
wind energies are prioritized for maximum utilization due to their 
operational costs and environmental benefits. The DEG serves as a dis-
patchable source that can be controlled to fill the gaps when renewable 
generation is insufficient. The charging and discharging schedules of the 
ESS are optimized to store excess renewable energy and discharge it 
during times of insufficient generation or peak demand. Moreover, an 
incentive-based DR program is implemented to adjust the load profile 
according to the availability of generation sources. Accordingly, in-
centives are paid to encourage flexible customers in load curtailment 
during peak times or when renewable generation is low. Mathemati-
cally, the optimal power scheduling problem is stated as follows: 

P1 :
min

xt ,∀t∈Γ
F =

∑T

t=1
Ft

s.t. : (1) − (22)

(23)  

where the vector of decision variables is outlined as follows: 

xt =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

pDEG
t ,pESS,ch

t ,pESS,dch
t ,pFL,m

t ,εESS
t

uDEG
t ,uESS,ch

t ,uESS,dch
t ,qDEG

t ,qPV
t

qWG
t ,qFL,m

t ,Pij|t,Qij|t,vi|t, lij|t

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

; ∀i∈N ∧(i, j) ∈E∧ t∈Γ∧m∈M

(24)  

where qDEG
t , qPV

t , and qWG
t are reactive power generated by the DEG, PV 

panel, and wind turbine, respectively; and qFL,m
t is the reactive power 

consumed by the mth flexible load. 
The optimization problem is subjected to the various constraints of 

the isolated microgrid. The power and ramp limitations of the DEG are 
given in (1) and (2), respectively. The maximum power generations of 
the solar PV panel and wind turbine are modeled in (3), (4), and (5). The 
ESS charging/discharging constraints are defined in (6), (7), and (8). 
The SOC of the ESS is modeled by (9) and limited by (10), while the 
initial and final SOCs are fixed in (11). The flexible customer modeling is 
defined by (12) considering the DR program. Finally, AC power flow 
constraints are considered in (13)–(18) for a comprehensive modeling. 
All constraints must be satisfied for all time intervals. 

3. The proposed methodology 

In problem P1, there are several difficulties owing to uncertain 
future information, such as load demand and renewable generation, 
which cannot be accurately known in advance. Conventionally, the 
values found by a given predictor for these uncertain variables can be 
used to solve this problem. However, forecasting errors are inevitable 
and may affect optimal results [42,53–55]. Therefore, a new real-time 
power scheduling is developed using a supervised learning (SL) strat-
egy to minimize the operational costs of the isolated microgrid. This 
strategy formulates the optimal power scheduling as a sequential deci-
sion problem in an unknown environment with uncertainties, wherein 
the decision variables are partially converted to action variables and 
determined online based on real-time information in the state variables. 
The state vector at time interval t (st) contains state variables that 
characterize the current state of the isolated microgrid, including the 
current time interval (t), power output of the solar PV panel (pPV

t ), power 
output of the wind turbine (pWG

t ), load demand of the inflexible con-
sumer (pIL

t ), expected load demands of flexible customers (pFL1
t and pFL2

t ), 
and SOC of the ESS at the previous interval (εESS

t− 1). Thus, the state vector 
can be defined as follows: 

st =
[
t, pPV

t , pWG
t , pIL

t , p
FL1
t , pFL2

t , εESS
t− 1

]
(25) 

A simple approach is to employ the optimization decision variables 
in (24) as action variables. However, it is more challenging for SL models 
to learn all actions when the number of actions is large over a long 
horizon [42]. Moreover, the learned actions may not satisfy all con-
straints. A more logical approach is to reduce the number of actions by 
choosing a characteristic variable of the power scheduling problem, 
which is the charging/discharging power of the ESS. Accordingly, the 
decision variables in (24) are defined into two steps. In the first step, the 
charging/discharging power of the ESS at each time interval t is deter-
mined directly by the SL model based on the state observed in (25), 
which is assumed as follows: 

pESS,ch
t = p̂ESS,ch

t

pESS,dch
t = p̂ESS,dch

t

uESS,ch
t = ûESS,ch

t

uESS,dch
t = ûESS,dch

t

εESS
t = ε̂ESS

t

(26)  

where p̂ESS,ch
t , p̂ESS,dch

t , ûESS,ch
t , ûESS,dch

t , and ε̂ESS
t are predicted values of 
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charging power, discharging power, charging status, discharging status, 
and SOC of the ESS, respectively. 

In the second step, the one-step optimization problem at each time 
interval t is performed to determine the remaining decisions as follows: 

P2 :

min
x′

t

Ft

s.t. : (1) − (5), (12) − (22), (26)
(27)  

where x′
t includes the remaining decision variables in (24) as follows: 

x′
t =

⎧
⎨

⎩

pDEG
t , pFL,m

t , uDEG
t , qDEG

t , qPV
t

qWG
t , qFL,m

t ,Pij|t,Qij|t, vi|t, lij|t

⎫
⎬

⎭
; ∀i ∈ N ∧ (i, j) ∈ E ∧ t ∈ Γ ∧ m ∈ M

(28) 

The main advantage is that the action space processed by the SL 
model is vastly reduced. Moreover, most constraints can be handled 
efficiently by the MILP problem P2. After decomposing the problem as a 
sequential decision-making problem, the main aim is to build an SL 
model to make optimal decisions at each time interval to minimize the 
operational cost of the isolated microgrid. Thus, the first task is to 
generate an expert dataset consisting of state-action pairs, where the 
state vector represents the input information of the specific scenarios of 
the problem, and the action vector represents the corresponding optimal 
solutions obtained by solving the optimization problem explicitly. These 
state-action pairs serve as the training data for the model training. 
Accordingly, the proposed strategy proposes a dense residual neural 
network (ResNetD) model that can capture the mapping between state 
variables and corresponding optimal actions. After the model is suffi-
ciently trained, it can be used to make predictions or generate solutions 
that approximate the optimal solutions, which can be applied in the 
decision-making process for new scenarios. Since this study considers a 
time interval of 1 h (Δτ = 1), the proposed real-time scheduling can be 
considered as an hour-ahead power scheduling strategy. The general 
process of the developed SL-based real-time power scheduling frame-
work for an isolated microgrid is presented in Algorithm 1 and Fig. 4. 
The following subsections provide a detailed description of the proposed 
methodology. 

3.1. Stage 1: generate expert dataset by solving MILP problem on 
historical data 

To generate an expert dataset, problem P1 is formulated as a 
deterministic MILP optimization model and is solved exactly with pre-
cisely known input information. Numerous scenarios with accurate 
input information can be gathered in practical applications by collecting 
historical data or utilizing scenario generation. Each scenario corre-
sponds to a power scheduling cycle in which the historical data of one 
scheduling cycle with T time intervals are considered. The data include 
the load demand of inflexible customer (pIL

Δτ, pIL
2Δτ, …, pIL

T ), expected load 
demand of flexible customer 1 (pFL1

Δτ , pFL1
2Δτ, …, pFL1

T ), expected load de-
mand of flexible customer 2 (pFL2

Δτ , pFL2
2Δτ, …, pFL2

T ), solar irradiation (υΔτ, 
υ2Δτ, …, υT), ambient temperature (θΔτ, θ2Δτ, …, θT), and wind speed 
(γΔτ, γ2Δτ, …, γT). These data are utilized as inputs for problem P1, and a 
dedicated MILP solver is employed to solve the problem as a day-ahead 
scheduling problem. The optimal values of the decision variables in (24) 
are obtained using the above process. Note that the optimal solution 
obtained by the dedicated MILP solver represents the ideal solution (i.e., 
the best possible solution), as problem P1 is formulated as an MILP 
problem, and all the information during a scheduling cycle is known in 
advance, which is impossible in real operation. 

From input data and optimal solutions for each scenario obtained by 
solving problem P1, an expert dataset of T state-action pairs D =

{st , at}
T
t=1 can be formed, where the state vector st represents the 

observed information at each time interval t, and the action vector at 
represents optimal action corresponding to the observed information st. 
The state-action pair at each time interval t can be defined as follows: 

st =
[
t, pnet

t , εESS
t− 1

]
; ∀t ∈ Γ (29)  

at =
[
pESS

t

]
; ∀t ∈ Γ (30)  

where 

pnet
t = pIL

t + pFL1
t + pFL2

t − pPV
t − pWG

t ; ∀t ∈ Γ (31)  

pESS
t = pESS,ch

t − pESS,dch
t ; ∀t ∈ Γ (32) 

The state vector st in (29) is rewritten from (25) by aggregating the 
load demand and the renewable generation at interval t into one single 
variable (i.e., net load), as presented in (31). As mentioned above, the 
action variable represents the charging/discharging power of the ESS, 
which is combined in a single variable using (32). This iterative process 
is implemented for all considered scenarios, and the resulting datasets of 
state-action pairs are combined, as indicated in lines 1–6 of Algorithm 1. 
Solving problem P1 with N scenarios (each with T intervals) produces a 
dataset of NT state-action pairs, D = {si, ai}

NT
i=1. 

3.2. Stage 2: dense residual neural network (ResNetD) as a learner model 

In the second stage, the objective is to learn a direct mapping π* from 
a state in (29) to the corresponding optimal action in (30). Accordingly, 
a dataset of state-action pairs is utilized to train the model through SL. 
The inputs represent the state variables of the problem, whereas the 
outputs correspond to their optimal actions (i.e., optimal solutions). By 
learning from these labeled data, the model can generalize and make 
predictions for unseen inputs, resulting in optimized solutions in a data- 
driven manner. Using a dataset of NT state-action pairs obtained from 
solving historical scenarios with a MILP solver in Stage 1, an SL model π 
encodes a mapping a = π(s;θ) and learns the weight parameters θ 
through training on a dataset D. This process drives π towards the 
optimal policy π* [42,53]. Technically, the problem is formulated as a 
regression problem with continuous inputs and outputs. 

Residual neural network (ResNet), proposed first by He et al. [43], 
has become popular in deep learning. The ResNet architecture can make Fig. 4. Framework of the proposed methodology.  
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training deeper networks feasible and efficient. It introduces the skip 
connection concept that allows the network to skip one or more layers. 
In traditional deep neural networks (DNNs), adding more layers can 
make training the network challenging due to problems of vanishing 
gradients and saturation training errors. However, in ResNets, the skip 
connections bypass a few layers and perform identity mapping, where 
the output of a layer is added to the output of a layer a few steps ahead. 
In this way, gradient flow can be preserved throughout the network, 
allowing for deeper architectures without degradation in performance. 

This study proposes a dense residual neural network (ResNetD) as a 
learner model inspired by ResNet structures developed in previous 
studies [56–60]. In the proposed ResNetD architecture shown in Fig. 5, 
each block consists of two dense layers formed by merging the regular 
information flow, the output of previous blocks' dense layers, and a 
direct connection from the input through a dense layer [56]. The output 
of the last block is passed to the final prediction layer without an acti-
vation, which is typical for regression problems. The proposed ResNetD 
takes advantage of residual connections to combine both processed 
features and original input features at different stages, enhancing the 
gradient flow during training and potentially improving learning com-
plex patterns in data. The ResNetD uses the rectified linear unit (ReLU) 
activation function and is trained using the Adam optimizer to minimize 
the mean square error (MSE) loss function. This workflow is outlined in 
lines 7–8 of Algorithm 1. The generalization ability of the ResNetD is 
expected to provide a real-time power scheduling tool capable of making 
near-optimal decisions in future scenarios. 

3.3. Stage 3: real-time power scheduling 

The real-time power scheduling strategy for an isolated microgrid is 

outlined in lines 9–17 of Algorithm 1 and is depicted graphically in Fig. 4 
(Stage 3). Real-time power scheduling includes two main phases at each 
time interval. The first task is to find the optimal ESS action under the 
optimal mapping π*, wherein the well-trained ResNetD is used for real- 
time decisions. The proposed strategy collects real-time data and de-
termines state vector st in (29) at each interval t. Subsequently, the 
trained ResNetD π* uses the state vector st as the input to predict the 
expected action ât = π*(st). The corresponding action of the ESS is 
defined by decomposing the expected action ât in (30). If the prediction 
is significantly biased or violates the rated power limits or over-charge/ 
over-discharge of the ESS, the raw output estimated by the trained 
ResNetD is post-processed at each interval of the power scheduling cycle 
to fulfill their relevant bound constraints as follows: 

p̂ESS
t =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(
εESS − εESS

t− 1

)/(
ηESS,ch⋅Δτ

)
; if ε̂ESS

t > εESS
t

−
(
εESS

t− 1 − εESS)⋅ηESS,dch/Δτ; if ε̂ESS
t < εESS

t

p̂ESS
t ; otherwise

; ∀t ∈ Γ (33)  

p̂ESS
t =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

pESS,ch; if p̂ESS
t > pESS,ch

− pESS,dch; if p̂ESS
t < − pESS,dch

p̂ESS
t ; otherwise

; ∀t ∈ Γ (34) 

Finally, the other variables, such as DEG and load demands of flex-
ible customers, can be effectively obtained by solving the one-step 
optimization problem P2. Once the decision variables are fully deter-
mined, the system operator sends these values as a setpoint signal to 
operate the respective components of the isolated microgrid. This pro-
cess is repeated at each time interval during the power scheduling cycle. 
Consequently, the original optimization problem (problem P1) is con-
verted into a sequential decision-making problem decomposed into 
multiple one-step optimizations (one for each time interval). 

4. Simulation results 

The developed methodology is validated for a benchmark isolated 
microgrid with real-world data. The MILP formulation of the isolated 
microgrid is simulated in Python and solved using the Gurobi optimizer 
on a Mac Studio with an Apple M1 Max chip with 32 GB RAM. The 
simulations are performed over a 24-h time horizon with a time interval 

Fig. 5. The proposed ResNetD architecture with K = 2, where K is the number of hidden units W, X represents the input vector, and Y represents the output vector.  

Table 2 
Line parameters of the isolated microgrid.  

Line From bus To bus r (p.u.) x (p.u.)  

1  1  2  0.004100317  0.0064  
2  1  3  0.007239685  0.007336076  
3  1  4  0.007547918  0.022173236  
4  4  5  0.003773959  0.011086618  
5  4  6  0.004322245  0.004433667  

Fig. 6. Historical data of expected load demand of inflexible customer.  Fig. 7. Historical data of expected load demand of flexible customer 1.  
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of 60 min, resulting in 24 intervals for one power scheduling cycle. 

4.1. Input data 

The structure of the isolated microgrid under study is shown in Fig. 2. 
Table 2 gives relevant data for the power network, including the resis-
tance and reactance parameters of the lines, as referred from the IEEE 
13-bus Test Feeder [61]. For simplicity, it is assumed that the reactive 
power consumption accounts for a fixed proportion (namely 30 %) of the 
active power consumption, yielding power factors for each load of 
approximately 0.98. Moreover, the voltage magnitude limit is 0.95 p. 
u.–1.05 p.u. 

Historical data on inflexible demand, flexible demands, solar irra-
diation, ambient temperature, and wind speed are considered to simu-
late the isolated microgrid model, as shown in Figs. 6–11. The inflexible 
demand is adapted from the actual load demand data in Spain. Addi-
tionally, simulations are conducted with two flexible consumers, each 
with different typical load profiles extracted and scaled from the power 
system data of the United States published by PJM Interconnection LLC 
[62]. The cost assigned to the unsupplied energy is set at 0.45 $/kWh for 
flexible consumer 1 and 0.5 $/kWh for flexible consumer 2. Under the 
DR programs, the expected demand for flexible loads could be reduced 
by up to 30 %. Solar irradiance and ambient temperature data are ob-
tained from the European Commission in Madrid (Spain) [63]. More-
over, inflexible demand, flexible demands, solar radiation, and ambient 
temperature data are collected from January 2015 to March 2017, 
which amounts to 821 scenarios. To create a large wind speed dataset for 
821 scenarios, Gaussian noise is injected into historical wind speed data 
from January 2020 to December 2020 provided by a wind energy 
company in Vietnam. Table 3 provides information regarding the DEG, 
PV, WG, and ESS which are sourced from references [15, 22, 44]. 

4.2. Ideal deterministic case 

In the proposed methodology, Stage 1 involves formulating a 
deterministic MILP optimization model for an isolated microgrid, which 

is known as the ideal theoretical method. This method assumes accurate 
information on all forecasted data, such as the expected load demands, 
solar irradiation, ambient temperature, and wind speed, which are 
gathered from historical data, as illustrated in Figs. 6–11. The MILP 
solver then uses this information to solve the MILP problem P1, thereby 
determining the optimal actions for flexible loads and the ESS to mini-
mize the operational cost. 

In Fig. 12, the scheduling results for a scenario randomly selected 
from the training scenario in Stage 1 are shown, clearly demonstrating 
the advantages of the optimal power scheduling developed for an iso-
lated microgrid. The load demand is fully satisfied in the morning and at 
midday by utilizing the high renewable energy penetration and energy 
stored in the ESS. During the peak load period (16:00–23:00 h), the 
expected load demands from flexible consumers are only partly met by 
73 %, followed by a decrease in the peak demand of 323.96 kW. The ESS 
is primarily discharged early in the morning when renewable generation 
is low (1:00–8:00 h), and charged during the hours of high renewable 
generation (10:00–12:00 h). 

Fig. 8. Historical data of expected load demand of flexible customer 2.  

Fig. 9. Historical data of global solar irradiance.  

Fig. 10. Historical data of ambient temperature.  

Fig. 11. Data of wind speed.  

Table 3 
Data of the DEG, PV, WG, and ESS.  

Component Parameter Value 

DEG pDEG; pDEG; RDEG 20; 600; 200 kW 

ωDEG
1 , ωDEG

2 , ωDEG
3 1.3 $/h; 0.0304 $/kWh; 0.00104 $/kWh2 

PV pPV 150 kW 
ηPV 0.167 p.u. 
μPV 0.24 $/kWh 

WG pWG 150 kW 
ηWG 0.88 p.u. 
γWG; γWG,*; γWG 2; 11; 23 m/s 
αWG; βWG 0.2268 kW⋅(m/s)− 3; 0.006 
μWG 0.19 $/kWh 

ESS pESS,ch; pESS,dch 100 kW 
εESS; εESS 40; 200 kWh 
ηESS,ch; ηESS,dch 0.98 p.u. 
μESS 10− 6 $/kWh2  
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In the base case, where the isolated microgrid fully provides the load 
demand using only DEG, PV, and WG (without using the ESS and DR 
programs), the operational cost is $2107. Meanwhile, the ideal method 
achieves a significantly lower operational cost of $2054 for this sce-
nario. In the ideal method, the application of ESS and DR programs 
contributes to reducing operational costs by approximately $53 while 
also decreasing the dependence on DEG. This highlights the crucial role 
of ESS in mitigating the impacts of RES intermittency and uncertainty in 
isolated microgrids. Additionally, all constraints on the flexible loads, 
DEG, and ESS during the power scheduling cycle are correctly ensured. 

Based on the analysis of the results, it is evident that the ideal 
theoretical method is highly effective in achieving ideal power sched-
uling for an isolated microgrid. In essence, the MILP solver serves as an 
expert, and the optimal results obtained from the MILP solver provide 
perfect demonstrations of the proposed methodology. Notably, the 
optimal operational costs generated by the ideal method represent the 
lowest possible theoretical values, thus serving as a baseline reference 
for future comparisons. 

4.3. Model training and convergence 

Stage 2 involves training the ResNetD model to map states (29) to 
actions (30) using supervised training. Therefore, the ResNetD with four 
blocks containing two hidden layers is proposed, as described in Fig. 5. 
The hidden layers use the ReLU activation function, and the output layer 
employs a linear activation function. The ResNetD is trained using the 
Adam optimizer and the loss function of the MSE. The training process 
starts with an initial learning rate of 0.005 and implements learning rate 
decay and early stopping mechanisms to stabilize and accelerate the 
training process. 

Based on historical weather, inflexible demand, and flexible demand 
data, 609 training scenarios are extracted, each corresponding to a daily 
power scheduling cycle of 24 intervals. Each scenario is solved with 
perfect information using the MILP solver. This resulted in the creation 
of 14,616 state-action pairs, which served as training samples for the 
ResNetD model. Additionally, the training progress of the ResNetD is 

monitored using 122 holdout validation scenarios with 2928 state- 
action pairs. The loss curve for the training process of the ResNetD 
model is shown in Fig. 13, wherein the ResNetD training is completed in 
nearly 230 epochs, taking approximately 80 s. The insignificant differ-
ence between the training and validation losses demonstrates effective 
training of the ResNetD model. The generalization capability of a well- 
trained ResNetD is expected to enable it to perform near-optimal ac-
tions for flexible loads and ESS using real-time data. 

4.4. Method performance 

After offline training of the ResNetD model, it can be utilized to 
schedule an isolated microgrid in real time. The performance of the 
proposed SL method is tested across 90 scenarios. Figs. 6–11 show the 
data for the test scenarios. To apply real-time scheduling, the trained 
ResNetD model π* is loaded. At each time interval t, the action at in Eq. 
(30) is determined by ât = π*(st). 

Fig. 12. Optimal results from the ideal theoretical method: (a) SOC and actions of ESS, (b) Flexible load 1, (c) Flexible load 2, (d) DEG.  

Fig. 13. Loss curve of the training process of the ResNetD model.  
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Table 4 presents the cumulative operational costs of all test scenarios 
obtained by the proposed SL method. The results of the ideal theoretical 
method and base case are also included in Table 4. In the base case, it is 
assumed that the isolated microgrid does not deploy ESS and DR pro-
grams, meaning that surplus energy from RESs cannot be stored, and 
load demands must be fully satisfied. Compared to the base case, the 
total operational cost is better when the SL method is applied, resulting 
in a 5.95 % improvement with the DR programs. Using the incentive- 
based DR program, the SL can satisfy 75.79 % of their load demands. 
Instead of using a DEG to meet the load demand fully, flexible consumers 
are compensated in a more attractive manner for curtailed energy [22]. 
Furthermore, the total DEG generation decreases from 663 MW (base 
case) to 579 MW, representing a reduction of 12.67 %. This reduction in 
DEG generation further contributes to reduced emissions. This demon-
strates that ESS integration and flexible load scheduling provide eco-
nomic and environmental benefits for an isolated microgrid. As shown in 
Table 4, the proposed SL achieves a total operational cost that is only 
0.39 % higher than the ideal method. Moreover, its values of flexible 
demand satisfied and total DEG generation are also similar to the ideal 
results. Fig. 14 depicts the comparison between the proposed SL method, 
base case, and ideal results in terms of operation costs of 90 test sce-
narios, which shows that the SL method (red dotted line) obtains better 
results than the base case (green line) and is very close to the ideal 
method (blue line) for most test scenarios. 

For a more intuitive assessment, the power scheduling strategy of the 
proposed SL method is considered in a randomly selected scenario. 
Fig. 15 depicts the input data of this scenario chosen for testing, where 
data on inflexible demand, two flexible demands, solar radiation, and 
ambient temperature are taken from March 9th, 2017, while the wind 
speed data was generated by injecting Gaussian noise to the wind speed 
data of March 9th, 2020. 

The SL method is developed to operate without prior knowledge of 
future information, making it applicable to real-world applications. 
Meanwhile, the ideal method, which unrealistically assumes access to all 
future data, can be used as a benchmark to evaluate the efficacy of the SL 
method. Fig. 16(a) shows a comparison between the results obtained 
from the proposed SL method and the ideal result for the ESS operations. 
Furthermore, the SOCs of the ESS are determined and compared in 
Fig. 16(b). The ESS actions in both methods show similar trends, 
although there are some time intervals where the differences are 
noticeable. It is worth noting that deviations in the decisions of the 
proposed method are acceptable owing to inevitable errors when 
training the ResNetD model. Subsequently, once the ESS action is 
determined at each interval, the flexible loads and DEG power can be 
defined by solving problem P2, as shown in Fig. 17. As shown in Fig. 17 
(a) and (b), the behaviors of the two flexible loads appear to be almost 
identical in most time intervals for both methods, except for the dif-
ference in the flexible load 1 at 11:00. It is essential to note that all the 
constraints imposed on the DEG, load demands, ESS, and AC power flow 
are fully satisfied. 

For a quantitative comparison, the proposed SL method obtains an 
operational cost of $2791 for the selected scenario, which is relatively 
close to the ideal result of $2780. The trained ResNetD in the proposed 
method uses only the current state (i.e., only one interval) as the input to 
perform real-time power scheduling decisions. In contrast, the ideal 
method requires all future information to be available for all 24 intervals 
of the scheduling cycle; thus, the result of the ideal method is basically 

the theoretical minimum that cannot be achieved in practice. It is 
evident from the comparisons that the proposed SL method is highly 
effective when applied to the isolated microgrid under study. 

Fig. 18 shows the scheduling profile of the isolated microgrid for the 
selected scenario using the proposed method. As shown in Figs. 16 and 
18, the ESS is deeply discharged to supply the system when the load 
demand increases and the power generated by the RESs remains low 
during 1:00–8:00 h. During these periods, load shedding is also per-
formed to reduce DEG generation, as shown in Fig. 17. However, during 
periods of high renewable generation from wind and solar energy 
(11:00–16:00 h), the ESS is fully charged and flexible loads are entirely 
supplied. During peak load periods (17:00–23:00 h), the proposed 
strategy forces load shedding to balance demand and generation. The SL 
method successfully learns and mimics the decision-making processes of 
the MILP solver. Consequently, the proposed SL method offers an 
intelligent real-time power scheduling strategy that enables system op-
erators to manage an isolated microgrid effectively based on the DR 
strategy. 

4.5. Performance comparison 

The performance of the proposed SL approach is further verified by 
comparing it with other extensively used methods. The comparison is 
conducted using 90 test scenarios. The comparable methods are briefly 
described as follows:  

- Ideal method: Based on the exact known information of the entire 
scheduling cycle, the problem is solved as a deterministic MILP 
optimization model, and the result is the best possible solution, 
which serves as the baseline.  

- Myopic method: An online technique that considers only the current 
time step, which means that problem P1 is solved by the MILP solver 
at each time step (i.e., horizon T = 1) with real-time information. 
Thus, this method does not explicitly consider the future impact of 
current decisions.  

- Deep deterministic policy gradient (DDPG) [64] is an actor-critic, 
model-free algorithm that merges the benefits of deep learning and 
deterministic policy gradient (DPG), where the actor learns to select 
actions, and the critic learns to evaluate the quality of those actions. 
It utilizes DNNs to approximate both the policy and the value func-
tion. DDPG optimizes policies based on the gradient of expected 
returns, efficiently navigating complex environments through a 
combination of policy-based and value-based methods. 

- Soft actor-critic (SAC) [65] is an advanced RL algorithm that har-
monizes stochastic policy optimization with DDPG-like methods 
through off-policy training. Its key characteristic is entropy regula-
rization, encouraging the policy to optimize a balance between ex-
pected return and entropy, which quantifies policy randomness. This 
principle is deeply tied to the exploration-exploitation dilemma: 

Table 4 
Simulation results of the proposed SL, ideal method, and base case for test 
scenarios.  

Indicator Base case Ideal method The proposed SL 

Operation cost ($)  302,140  283,082  284,172 
Flexible demand satisfied (%)  100  75.85  75.79 
Total DEG generation (MW)  663  580  579  

Fig. 14. Comparisons of the proposed SL, base case, and ideal method for 
operation costs of test scenarios. 
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higher entropy fosters more exploration, enhancing future learning 
and averting premature convergence to suboptimal local optima.  

- Proximal policy optimization (PPO) [66] is a state-of-the-art DRL 
technique for optimizing stochastic control policies. It stands out for 
its simplicity and effectiveness, particularly in environments with 
high-dimensional observation and action spaces. PPO enhances 
learning stability and efficiency by using a clipped objective func-
tion, preventing drastic policy updates and balancing exploration 
and exploitation. 

For a fair comparison, DDPG, PPO, and SAC are also trained to 
predict the best action of ESS using the same state and action as in (29) 
and (30). Thus, the steps to perform real-time power scheduling of these 
DRL methods are similar to the proposed SL as given in Section 3.3. The 
main difference between the proposed SL and DRL methods is the 
training process, where DDPG, PPO, and SAC learn based on trial and 
error, while the proposed SL learns from perfect demonstrations. All 
methods are tested with the same test scenarios in the same environment 

of the isolated microgrid. The input data of the isolated microgrid 
components is given in Table 3. Data for 90 testing scenarios are 
depicted in orange color in Figs. 6–11. 

In this study, a performance error for the nth scenario is used to 
evaluate the performance of a method in real-time power scheduling, 
which can be given as follows: 

Jgap =
Jn − Jideal

n

Jideal
n

(35)  

where Jn and Jideal
n are the operational costs obtained by the proposed 

and ideal methods for the nth scenario, respectively. Performance errors 
are also employed to evaluate the cumulative cost of all test scenarios. 

Table 5 presents the results, including average and standard devia-
tion values of performance errors obtained by the proposed method and 
myopic policy, PPO, SAC, and DDPG over 90 test scenarios. As shown in 
Table 5, the proposed SL method exhibits an average performance error 
of 0.37 %, which is significantly superior to the myopic policy (2.01 %), 

Fig. 15. Data for the selected test scenario: (a) Expected inflexible load demand, (b) Expected flexible load demand 1, (c) Expected flexible load demand 2, (d) Solar 
irradiation, (e) Ambient temperature, (f) Wind speed. 

Fig. 16. Comparisons of the proposed SL and ideal result: (a) ESS charging/discharging power, (b) SOCs of ESS.  
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PPO (1.65 %), SAC (1.50 %), and DDPG (1.03 %). It is also worth noting 
that the standard deviation value of the performance error of the pro-
posed method is reasonably small and lower than those of other 
methods, which shows its effective generalization ability and robustness 
in performing real-time power scheduling for different test scenarios. 

Table 5 also presents the performance errors for cumulative opera-
tional costs of all test scenarios obtained by different methods. The 
proposed SL, myopic policy, PPO, SAC, and DDPG obtain performance 
errors for cumulative costs of 0.39 %, 2.00 %, 1.64 %, 1.53 %, and 1.06 

%,. Accordingly, the SL method also outperforms the other methods in 
terms of cumulative operational cost. With an average performance 
error of 0.37 % and a performance error for cumulative costs of 0.39 %, 
the SL method achieves operational costs close to the optimal values 
obtained by the ideal method under perfect information. The results in 
Table 5 are further verified by comparing boxplots of performance errors 
of these methods in Fig. 19. The proposed method has the lowest mean 
performance error, indicated by the central line in the box. The inter-
quartile range, expressed as the height of the box, is also relatively small 
for the SL method, showing less variability in performance error. Thus, 
SL has the best performance in terms of median performance error, 
while DDPG is the second best. 

Based on these comparisons, it can be observed that the myopic 
policy underperforms the SL and other DRL methods. This is likely 
because the myopic policy focuses solely on optimizing operational costs 
at each time interval without explicitly considering the impact of current 
decisions on future cumulative operational costs. In contrast, the SL 
approach aims to mimic a reliable expert by learning from perfect 
demonstrations rather than relying solely on trial and error, as in the 

Fig. 17. Comparisons of the proposed SL and ideal result: (a) Flexible load 1, (b) Flexible load 2, (c) DEG.  

Fig. 18. Scheduling results of isolated microgrid using the proposed 
SL method. 

Table 5 
Comparisons of performance errors of different methods for test scenarios.  

Method Performance 
error for each 
scenario (%) 

Performance error for cumulative operational 
cost (%) 

Average Std. 

Myopic policy  2.01  0.51  2.00 
PPO  1.65  0.55  1.64 
SAC  1.50  0.47  1.53 
DDPG  1.03  0.45  1.06 
The proposed 

SL  
0.37  0.27  0.39  

Fig. 19. Boxplots of performance errors of different methods.  
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case of the DRL methods. The SL method also leverages the general-
ization capability of the ResNetD to provide optimal actions for the 
regression problem based on the optimal decisions derived from the 
MILP solver. The proposed SL method outperforms the other methods 
across various test scenarios, indicating good generalizability, stability, 
and robustness in real-time power scheduling for the isolated microgrid 
under study. 

Table 6 presents a comparison of training time and real-time 
execution time of the proposed method, myopic policy, PPO, SAC, and 
DDPG, in which the myopic policy does not implement offline training. 
Since the proposed SL directly trains the ResNetD model on the expert 
dataset of state-action pairs, the training time is significantly shorter 
than PPO, SAC, and DDPG while still obtaining better performance than 
these DRL methods. It should be emphasized that the training time of the 
proposed algorithm is mainly due to the MILP optimization to create the 
expert dataset (i.e., Stage 1 in Section 3). The ResNetD model training 
only takes about 80 s, as discussed in Section 4.3. Moreover, the average 
execution time of the proposed method for one single time-step sched-
uling is 0.1162 s, which is approximately the same as those of other 
methods. Thus, the proposed method can satisfy the timing re-
quirements of real-time executions. 

4.6. Stability and feasibility of the proposed method 

To evaluate the performance stability of the proposed method, five 
training runs of the ResNetD model on the expert dataset are performed 
independently to obtain five different mappings. Afterward, each map-
ping is applied to perform real-time power scheduling on 90 test sce-
narios. Fig. 20 displays the boxplots of the performance errors of the SL 
over five different runs, which validate its stability and repeatability. 
The average performance errors of all five runs are relatively consistent 
(approximately 0.4 %). Therefore, the proposed SL method has a very 
stable performance in different runs. 

To verify the feasibility of the decision making strategy in terms of 
power flow constraints, the relaxation gaps of the power flow are 
defined and plotted in Fig. 21, which can be given as follows [67]: 

RGij|t =

⃒
⃒
⃒
⃒
⃒
⃒

(
P2

ij|t + Q2
ij|t

)

vi|t
− lij|t

⃒
⃒
⃒
⃒
⃒
⃒

∀j ∈ N ∧ (i, j) ∈ E ∧ t ∈ Γ (36) 

Small values of relaxation gaps indicate better AC power flow 
feasibility [67]. Fig. 21 shows that the maximum gap over 90 test sce-
narios is less than 7 × 10− 5, confirming that power flow constraints are 
valid for all test scenarios. Thus, the proposed method provides a near- 
optimal solution while also meeting the feasibility of the AC power flow 
constraints. 

4.7. Performance of the proposed method with different sets of state- 
action pairs 

In this section, some extra trials are conducted to investigate the 
performance of the proposed method when using different sets of state- 
action pairs during training ResNetD. Accordingly, other decision vari-
ables are chosen as action variables as follows:  

(1) Approach #1: the variables related to two flexible loads are 
selected as characteristic variables, and the ESS charging/dis-
charging power is calculated by solving the MILP optimization 
problem as follows: 

st =
[
t, pIL− RES

t , pFL1
t , pFL2

t

]
; ∀t ∈ Γ (37)  

at =
[
pFL1

t , pFL2
t

]
; ∀t ∈ Γ (38)  

where 

pIL− RES
t = pIL

t − pPV
t − pWG

t ; ∀t ∈ Γ (39)    

(2) Approach #2: the variables related to two flexible loads and ESS 
charging/discharging power are all selected as characteristic 
variables in actions: 

st =
[
t, pIL− RES

t , pFL1
t , pFL2

t , εESS
t− 1

]
; ∀t ∈ Γ (40)  

at =
[
pFL1

t , pFL2
t , pESS

t

]
; ∀t ∈ Γ (41) 

Table 6 
Comparisons of training and execution times of different methods.  

Method The proposed SL Myopic policy PPO SAC DDPG 

Training time (s)  2714 –  13,389  14,407  13,818 
Execution time (s)  0.1162 0.1012  0.1241  0.1233  0.1262  

Fig. 20. Boxplots of performance errors of the proposed SL in five 
different runs. 

Fig. 21. The relaxation gaps of the power flow.  
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(3) The proposed approach: the state-action pairs are given as in (29) 
and (30) in the proposed study. 

The ResNetD models are trained using different datasets of state- 
action pairs for the remaining two approaches (i.e., Approach #1 and 
Approach #2). The ResNetD models of all approaches are tested in the 
same environment, and their results are given in Table 7. From com-
parisons in Table 7, the proposed approach obtains the best results in 
terms of average performance errors for each scenario and performance 
errors for cumulative operational costs of all scenarios. Indeed, the 
average performance errors obtained by the proposed approach are 
much better than those of Approach #1 (2.19 %) and Approach #2 
(0.59 %). Furthermore, Approach #1 has the worst performance, indi-
cating that removing the ESS power from action variables significantly 
reduces the performance of the proposed model. It confirms that 
choosing the charging/discharging power of the ESS as the character-
istic variable is the best approach compared to the two other 
approaches. 

The proposed SL method is developed to be adaptable and scalable to 
new microgrid environments. The main advantage of the proposed 
methodology lies in its ability to learn from historical data and expert 
decisions to generate near-optimal power scheduling decisions in real- 
time, which can be particularly beneficial in managing the dynamic 
and uncertain nature of RESs and demand patterns in isolated micro-
grids. For new systems, it is vital to formulate the appropriate optimi-
zation problem and collect sufficient data to create an expert dataset of 
optimal decisions. For large and complex systems with more state and 
action variables, more complex ResNetD models with more hidden 
layers and neurons can be appropriately developed and fine-tuned to 
learn a function approximator to map the states to the corresponding 
optimal actions. In conclusion, the proposed SL method is flexible and 
can be applied to new isolated microgrids. Its ability to learn from data 
makes it a powerful tool for optimizing the operation of diverse micro-
grid configurations, enhancing their efficiency, reliability, and 
sustainability. 

5. Conclusion 

In this study, a real-time power scheduling strategy was developed 
for an isolated microgrid integrated with DEG, RESs, flexible loads, and 
ESS using an SL method. The optimal power scheduling problem was 
formulated and solved using a dedicated MILP solver that utilized his-
torical data and considered system constraints to derive the optimal 
solutions. Subsequently, a ResNetD model was trained to learn and 

mimic the optimal actions based on the real-time states, accelerating 
decision-making in real-time scenarios and minimizing the operational 
cost of the benchmark isolated microgrid. Based on real-world data 
simulations, the proposed SL method can provide near-optimal power 
scheduling decisions using real-time information. Compared with the 
base case, the SL approach decreased operational costs by 5.95 % and 
DEG generation by 12.67 %. The cumulative operational costs for all test 
scenarios obtained by the SL method were only 0.39 % higher than the 
ideal result, indicating that its performance was very close to that of the 
ideal solution. Furthermore, a comparative analysis demonstrates that 
the SL method outperforms the myopic policy, PPO, SAC, and DDPG, 
demonstrating its high performance and excellent generalizability in 
effectively handling unseen scenarios. Therefore, the proposed SL-based 
framework is an effective energy management tool for real-time optimal 
power scheduling of isolated microgrids. 

Despite the effectiveness of the proposed SL, this study may also have 
certain limitations. Supervised training of the ResNetD model requires 
significant historical data, which may be difficult to collect for other 
large-scale systems. Furthermore, this study only focuses on the eco-
nomic aspect of an isolated microgrid and assumes to ignore some 
technical aspects, such as the effects of battery degradation, and failures 
of grid components, to simplify the model. Thus, future studies should 
apply the SL method to complex and large-scale systems, such as multi- 
energy systems, multi-microgrid systems, and distribution networks. 
Moreover, the generalized performance of the proposed SL needs to be 
enhanced to improve its adaptability to unexpected situations, such as 
failures of DEG, RESs, ESS. 
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Appendix A. Linearization of quadratic terms 

To linearize the quadratic and cubic terms, a piecewise linear approximation is applied, wherein the nonlinear function ψ is discretized in n grid 
points that determine (n - 1) segments as follows [22,68]: 

ψ = 〈̃xi,ψ (̃xi) 〉; ∀i ∈ {2, 3,…, n} (A1) 

Table 7 
Comparisons of performance errors of the proposed SL with different sets of 
state-action pairs.  

Approach Performance 
error for each 
scenario (%) 

Performance error for cumulative 
operational cost (%) 

Average Std. 

Approach #1  2.19  0.50  2.16 
Approach #2  0.59  0.40  0.63 
The proposed 

approach  
0.37  0.27  0.39  

T.H.B. Huy et al.                                                                                                                                                                                                                                



Journal of Energy Storage 88 (2024) 111506

17

Thus, the nonlinear term x can be replaced by the auxiliary variable z in the following equation [45]: 

z =
∑n

i=2
{δi⋅(Ki⋅x+ Li) } (A2)  

where δ is a binary SOS1, and K and L can be determined as follows [24]: 

Ki =
ψ (̃xi) − ψ(x̃i− 1)

x̃i − x̃i− 1
; ∀i ∈ {2, 3,…, n} (A3)  

Li = ψ(x̃i) − Ki ⋅̃xi; ∀i ∈ {2, 3,…, n} (A4) 

To simultaneously prevent the activation of more than one piecewise section, constraint (A5) must be imposed as follows [45]: 

∑n− 1

i=1
{δi ⋅̃xi} ≤ x ≤

∑n

i=2
{δi− 1⋅̃xi} (A5) 

The products of the integer and continuous variables that appear in (A2) can be linearized by imposing the constraints (A6) and (A7) [22,24]. 

x − M⋅(1 − δi) ≤ ωi ≤ x + M⋅(1 − δi); ∀i ∈ {2, 3,…, n} (A6)  

− M⋅δi ≤ ωi ≤ M⋅δi; ∀i ∈ {2, 3,…, n} (A7)  
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